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82370
INTEGRATED SYSTEM PERIPHERAL

High Performance 32-Bit DMA

Controller for 16-Bit Bus

— 16 MBytes/Sec Maximum Data
Lranster Kate at 16 MHz

— & Independently Programmable
Channels

20-Source Interrupt Cantroller

— Individually Programmable Interrupt
Vectors

— 15 External, 5 Internal Interrupts

— 82C58A Superset

Four 16-Bit Programmable Interval
Timers
---82C54 Compatible

Software Compatible to 82380

B Programmable Wait Staile Generator

— 0 fo 15 Wait States Pipelined
—1 to 16 Wait States Non-Pipelined

m DRAM Refresh Controller
m 80376 Shutdown Detect and Reset

Control
— Software/Hardware Reset

m High Speed CHMOS Ill Technology
m 100-Pin Plastic Quad Flat-Pack Package

and 132-Pin Pin Grid Array Package

[See Packaging Handbook Ordar £240800-001, Packaye Type
NP ne Parkaga Tyne Al

m Optimized for Use with the 80376

Microprocessor

— Resides on Local Bus for Maximum
Bus Bandwidth

— 16 MHz Clock

The 82370 is a multi-function supporl peripheral thal integrates system funclions necessary in an 80376
enviranmenl. [t has eight channcls of high performance 32-bit DMA (32-bit internal, 16-bit exiernal} with the
mesl elficient ransfor rales possitile on the 80376 bus. System suppart peripherals integrated into the 82370
provida Intarrupt Control, Timers, Wait State generatinn, DRAM Relresh Contrnl, and Syalnm Reset ingic

The 82370's DMA Controller can ransfer data belween devices of different dala path widths using a single
channal. Each DMA channel operates indepondently in any of several modes. Each channel has a temporary

data storage register for handling non-aligned data without 1he nged {or external alignment logic.
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Intel Corporatan assunes no msponsibility for the use of any crcutlry ether than circuitry embodied in an Intel producl No elher crcuil patent
licensgs ara impligd. Inlormation containad hergin supersedes provigusly published specifications an these devices from Intal
Navemher 1994 Order Number: 290164-005
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Pin Descriptions

82370

axist on the 82370 for interfacing the system support
peripherals 1a Their respeclive syslem counle:parts.

The 82370 provides all of the signals nacessary to Following are the definifiens of the individual pins of
interface an 80376 host processor. il has a separate  the 82370, These brief descriptions are provided as
24_bil address and 16-bil data bus. |t also has a set a reterence. Each signal is further defined within the

of control signals to support operation as a bus mas- sections which describe the associaled 82370 fune-
lar re 2 b wlave Sevaral spenial functinon signals tion.

Symbol Type Name and Function

Ay-Aog o ADDRESS BUS: Qutputs physical memary or port I/ O addresses. Sec
Address Bus (2.2.3) lor additional information.

BHE # o BYTE ENABLES: Indicale which data bytes of lhe data bus take partin a bus

BLE# cycle. See Byte Enable (2.2.4) for additianal information.

_50—015 17O DATA BUS: This is the “6-bil data bus. These pins are active outpuls during
interrupl acknowledges, during Slave accesses, and when the 82370 s inthe
Mastor Moda

CLK2 PROGESSOR CLOCK: This pin must be connected to the processor's clock,
CLK2. The 82370 monitors the phase of this clock in order la remain
synchronized with the CPU. This clock drives all of lhe internal synchronous
circuitry.

o/C# YO DATA/CONTROL: D/C# is used to distingLish hetween CFU control cycles
and OMA or CPU data access cycles. Itis active as an output only inthe
Master Moda.

WIR# [Fie} WRITE/READ: W/R # is used to distinguish betwoen write and read cycles. It
is aclive as an oulput only in the Master Mode. o

MO # 1/Q MEMORY /HO: M/IO # is used to distinguish belween memary and 10
accesscs. Ilis aclive as an output only in lhe Master Mode.

ADS# 110 ADDRESS STATUS: This signal indicates presence of a valid address on the
address bus. Itis active as oulpul only in the Master Mode. ADS# is aclive
during the first T-statc where addresaes and control signals are valid.

NA# | NEXT ADDRESS: Asserted by a peripharal or mamory to begin a pipelined
address cycle. This pinis monilored only while the 8237015 1 The Masler

! ! Made. In Ihe Slave Mode, pipelining is determined by the current and past
status of the ADS # and READY # signals.

HOLD O HOLD REQUEST: This is an active-high signal (o the Bus Masler to request
control of the systom bus. When control is granted, the Bus Master aclivates
the hold acknowledge signal (HLDA).

HLDA | HOLD ACKNOWLEDGE: This input signal tells the DMA controller that the i
Rie Mactar hag ralinmichad cantral nf the systam biis te the NMA canteallar

£ INTEL CORPORATION, 1984
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Pin Descriptions_ {Continued)

Symbol

Type

intel.

Mame and Function

" DREQ (0-3,5-7)

DMA REQUEST: The IZ-J‘MA Raquestinputs monitor requests irom peripherals
requiring DMA service. Each of the eight DMA channels has one DREQ input.
These aclive-high inpuls are internally synchronized and priorilized. Upon

1eyueat, shanncl 0 hoo the highool priarty and oharnnol 7 the lewest,

DREQ4/IRQS #

DMA/INTERRUPT REQUEST: This is the DMA request input for channel 4. 11
is also connected 1o the interrupt controller via interrup! request 9. This
internal connection is available for DMA channcl 4 only. The interrupl inpulis

© active low and can be programmed as cither edge or level triggerad. Either

function can be masked by 1he approprigaie mask register. Priorities ol the
DMA channel and the interrupt request are not related but follow the rules of
the individual controllers.

Note that this pin has a weak internal pull-up. This causes the inlerrupt
request 1o be inactive, but the OMA requesl will be active if thercis no
extarnal connactian magde. Most applications will réguire that iiher one or the
other of these funclions be used, but net both. For this reasen, it is advised
that DMA channe! 4 be used for lransfers where a software request is more
appropriate (such as memory-lo-memory transfors). In such an application,
DREQ4 can be masked by software, freeing IRQY # 1or ather purposas.

EOF"#

e’

END OF PROCESS: As an output, this signal indicates thal the current
Reguester access is he asl access ol the currently operating DMA channel.
Itis activated when Terminal Count is reached. As aninput, it signals the DMA
channal o terminate the current bufler and procesd 1o the next buffer, if one
is available. This signal may be prograrmmed as an asynchronous or

Coayied ronous input.

EGF # musl be connected 10 a pull-up resistar. This will prevaent crroncous
exlernal requests for termination of a DMA process,

EDACK (0-2)

ENCODED DMA ACKNOWLEDGE: These signals contain the encoded
acknowledgmenl of a requeast for DMA sarvice by a peripheral. The binary
code formed by the threc signals indicates which channel is active. Channel 4
does nol have a DMA acknowledge, The inactive slale is indicated by the
cade 100. During 4 Requester accass, EDACK presenls the code for the
aclive DMA channel. During a Target access, EDACK presants ihe inactive
code 100.

IRQ{11-23)#

INTERRUPT REQUEST: These are aclive low inlerrupt reguesl inpuls. The
inpuls can be programmed to be edge or tevel sensitive. Inlerrupt priorities
are programmable as cither fixed or rotating. These inputs have weak inlernal
pull-up resistors, Unused interrupt reguest inputs should be tied inactive
exlernally.

INT

INTERRUPT QUT: INTslgnafs that an \-niérr.up-t réqucst is pending.

CLEIN

TOUT1/REF*

TIMER CLOCK INPUT: This is the clock input signal to all of the 82370°'s
programmable timers. His independent of the systam clock input (CLK2).

TIMER 1 OUTPUT/REFRESH: Thig pin ie software programmablc as cither
the direct output of Timer 1, or as the indicator of a refresh cycle in progress.
A5 REF#, this signal is active during the memory read cycle which ocrurs
during refresh.

i INTEL CORPCRATION, 1064
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82370

Pin Description_s (Continued)

Symbol

Type

Mame and Fun_ction . ‘

TOUTZ2# /IRQ3#

1/Q

TIMER 2 QUTPUT/INTERRUPT REQUEST: This is the inverted output of
Timer 2. Lis also connectad directly to inlerrupt request 3. External hardware
canuse IRQ3 # if Timer 2is programmed as QUT=0 (TOUT2# — ).

TOUT3#

TIMER 3 OUTPUT: [ nis s the nverted output ol Limer 4.

READY #

READY INPUT: This active-low input indicates to the 82370 that the current
bus cycle is complete. READY is sampled by the 82370 bolh while itisin the
Master Mode, and whilc itisin the Slave Mode,

S WSG(0-1)

READYO #

YWAIT STATE CONTROL: W3C0 and W3G1 arc inpuls used by 1he Wail-

State Generator to determine Lhe number of wait states required by the i
currently accessed memory or 1/O. The binary code on these pins, combined
withthe M/1O# signal, selects aninlernal registar in which a wait-slale count

is stored. The combinalion WSC — 11 disables the wait-state generator.

READY OUTPUT: Thisis the synchronized outpul of the wail-slale generator.
Itis also valid during CPU accesses ta the B2370 in the Slave Mode when the
82370 requires wait stales. READYO # should (eed directly the processor's
READY # input.

* RESET

RESET: This synchronous input servas Lo initialize the state of the 82370 and
provides basis for the CFURST output. RESET must be held active for at least
15 CLK2 cycles in order 10 guarantee the state of the 82370, After Reset, ihe
82370isin the Slave Mode with all outputs except timers and interrupts in
lhair imaclive states. The slale of the limers and interrupt conlroller must be
initialized through soflware. This inpul must be aclive lor the entire time
required by e hosL proGessun 10 gudranies proper resel

CHPSEL #

" CPURST

slave bus read or write cycle. 1 is also active during interrupt acknowledge

CHIP SELECT: This pin is driven active whenever the 82370 is addressed ina

cycles when the 82370 is driving the Data Bus. It can be uscd o contrel the
local bus transceivers to prevent contention with 1the system bus.

activated in 1he event of a software resat command, a processor shut-down
detect, or a hardware reset via the RESET pin. The 82370 halds CPURST
active for 62 clocks inresponse to either a soflware reset command or a shut-
down detection. Otherwise CPURST reflects the RESET input.

POWER: + 5V input power.

Ground Reference.

Tahle 1. Wa_it-State Select Inputs

Port Walt-State Reglsters Select Inputs I
Address | p7 D4 D3 DO | WSC1  WSCO
72H MEMORY 0 oo 0 0
7aH MEMORY 1 FioN o 1
74H MEMORY 2 WO 2 ' 1 4]
' DISABLED i 1
M/IO# 4 o)

5 INTEL CORPORATION, 1694
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29016 -2
100 Pin Quad Flat-Pack Pin Qut (Top View)
[ A Row ' B Row G Row D Row
' Pin Labal Pin | Label | Pin | Label Pin Label
1 CFURST 26 Ve 51 Aqq 76 DREQS
2 INT 27 D1y 52 Ap 77 DREQ4/IRQA #
3 Ve 28 Dy 53 Ay 78 DRECJ
4 Vgg 29 Dia 54 Ag 9 DREQzZ
o5 TOUT2# /IRQA+ 30 Dg 55 Az 80 DREQ"
B TOUTS # 31 Dia 56 As B DREGC
7 DICH 3z Dg 57 As gz IRQ23 #
8 Voo 33 Vs 58 Ve 83 1RG22 #
9 W/R# 24 Cia 59 Ay 84 1RQ2Y #
10 MO # 33 Dy 60 Ay a5 IRQ20#
M HOLD 38 D5 &1 Ay 86 IRC9#
12 TOUT1/REF # a7 Aag 62 Ay 87 IRQ* 8+
3 ClK? a8 Aap 63 Vag 88 IRQ"7 #
“4 Vgs 39 Aoy B4 BLE # 89 IRQE #
“5 READYO# 40 Azy 65 BHE* 30 IRQ1S #
6 EOP ¥ 41 Avg B8 Vs g IRQ14 #
17 CHPSEL# 4z Agg 67 ADS # 92 IRQ13#
18 Ve 43 Voo 58 Voo 93 IRQ124
19 [ 44 Aq7 63 EDACK2 94 IRG11#
20 Dy 45 Ag 70 EDACK" 95 CLKIN
21 4 18 As 71 EDACKD 95 WSCO
22 Dg 47 Als 72 HLDA o7 WECH
23 DOa 48 Ve 73 DREQ? g8 RESET
24 Dyy - 49 Aqg 74 DREQS 39 READY #
25 Da ! 50 | Aqa 75 NA # 100 Vgg

& INTEL CORPORATION, 1554
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A a c o E F G " J [ L %) L] P
5y Yer Vag Yo a1z A9 AR A5 A3 BHE§ DRFOC EDACKE  Wgy Vee
o o 0O OO O o o O O ¢ O o 0O
¥eo a1d AT A1S A13 AIQ A7 LY Al ADSE  EDACKZ  INT Wog Yer
O o 0 ¢ ¢ o o0 0o o O o o0
Veg A21 31 H1E A14 A1 A AZ Big [\)I?Eg;f’ EDACKO HLDA  DREOF  DREQS
c © o ¢ o O O o ©o O <o O 0O
Ver A2z 820 DREDE  Na§  DREG3
o O o O 0O
(HEY (D) A3 WSCO DREOZ  DREQI
O O 0O o O 0
O T (VT S (TS BE,',_—'&': f.'f," WS IRO724  IROPAR
o O 0 c O O
(NC}  (NC)  (NE) IRG21¥ IRO204  IRQYOH
c © O o o 0
{NE) {nc) D13 (823703 IRGITH IRGIGY IRQIDE
c O 0 O O O
1] (o) (NCY IRO13¢ 1RO144 IRO1SH
o O O o O 0
014 il B3 U/UE IRUTZE IRUTTH
c © O c O 0O
{NE} ek} (NC) READYF  CLEIM  W/RY
c o O O O
Yoo [NC) Diz {MEC) 3 D¢ {NC)} READYO§ HOLD CHPSELY EOPR  CPURST RESET Yoo
c o 6 o o o o o o o o O 0O O©
10071/ 1auT24/
Veo (M) D4 (HC) (NG} D2 bl (NC)  (NC} REF§ MAOF TOUTIG  IRG3 Vgg
o o© ¢ o O ¢ o o o o o O o o
Vee  ¥gg  Yge D11 (NE) O (NC)  CLK2 D1 oo D8 Ves Voo Vos Yoo
o 0o o o o o o O oo o o o O 0

2801643

82370 PGA Pinout
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82370 |n‘te|®
| Pin Label Pin Label Pin label | Pin | Label |
G4 | CLK2 D14 | Dy L1 DREQO A2 Voo |
N12 RESET F12 Oyg "6 IRQ23# P2 Vro
M2 | CPURST G113 | Dg N6 IRQ22+# A4 Vee
C5 Agg K4 | Dg M7 IRQ21 # A12 | Voo
B4 Aoz A o7 NT IRGIZOF Fle Yoo
Bd - Ag B10 | Dg P7 IRQH9# Atd | Vo
C4 Agg B11 | D¢ P8 RGB# C'4 | Veg
B2 Agg C'3 - Dy M8 IRQ17 # I M4 | veo
ca Ap E:2 D3 N8 IRQ1E# Fid Voo
c2 Aq7 F13 | Dp Fa IRQ154# AS NC
03 Age Hi4 | Dy NG IRQ14% , 85 NC
D2 Arg Jid Dy Mg IRQ* 3+ A8 NC
| E3 Aqq P11 W/R# N1O | RG24 B6 NG
E2 A3 L3 M/IO# P10 | 1RQT1e Ce NG
E Agp Ke ADS# Ms W5CO AT NG
Fa A . MI0 | oicH M8 WSCH B7 NC
F2 Arg N4 NA# M12 | TOUT3# c7 NG
F1 Ag M11 | READY# N'a | TOUT2#/IRQ3# | A8 NC
G1 Ag H12 | READYO# K3 | TOUTi/REF4# B8 Ne
Gz | As J12 HOLD N11 | CLKIN B9 NC
G3 Ag M3 HLDA A1 Vs e NG
He A M2 . INT o Vs A1 NC
H2 A Li2 | EOQR# N1 Vg B12  NC
3 by L2 EDACK2 NE Vs RS NE
Ha Az CMe EDACK1 A3 | Vsg D2 NC
J2 A L3 EDACKO A3 | Vs G2 | NC
Ja BLE# NG DREQ7? P13 | Vsg B13 | NG
K1 BHE + M4 DREQS B4 | Vss D13 | NC
Kiz i CHPSEL# | P3 DREQS L14 Vss E13 | NO
cs Dys K3 DREQ4/IRQ9+ = N4 | Vgg H13 | NC
A0 Dy P4 DREQS B! Ve 313 NG
C10 Dy N5 DREQZ D~ Vg E14 NG
C12 | DOy F5 DREQ1 P Ve Fd NG

1.0 FUNCTICNAL OVERVIEW

The 82370 rconlains several independent functional

rmodules. The following is a bricf discussion of the
LUTTIRUNETIS dlil (ealures ot e 82370, E4un mud-

ul2 has a corresponding detailed seclion later in this
data sheel. Those seclions should be referred to tor
design and programeming information.

1.1 82370 Architecture

The 82370 is comprised of several compuler syslem
funclinns that are normally found in separate LS
and VLS| components. These include: a high-per-
furmance, elghi-channel, 32-blt Cirect MEmery Ac-
cess Controller; a 20-level Programmable Interrupt

Conlraller which is a superset of the 82{53A; four
18-bit Programmable Interval Timers which are func-
licnally equivalant 1o the 82C54 timers; a DRAM Re-
fresh Controller; a Programmablc Wait State Gener-
alul, and DyDIE TTeot duyis, The gy oo
82370 is optimized for high-parformance operation
with the BO378 microprocessar.

The 82370 operates directly on the 80376 bus. In
the Slave Mode, it monilors the statle of the proces-
sor at all limes and acts or idies according to the
commands of the host. It monitors the address pipe-
ling stalus and generates the programmed nurnber
of wail states for the device being accessed, The
82370 also has logic to the reset of the 80376 via
haroware Or sGriware resel requests and processor
shuldown status,
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After a system reset, the 82370 is in the Slave
Mods, Il appears o Lhe syslem as an /O davice. It
hecomes a bus master whan it is performing DMA
transfers.

To maintain compatibiity with exisling software, the
registers within lha 82370 are accessad as bvlos. If
the imernal logic of the 82370 requires a delay be-
iore another access by lhe processor, wail states

82370

are automatically inserted inlo the access cycle.
This allows Lhe programmer to wrile initialization rou-
tines, elc. without regard to hardware recovery
times.

Figure %-1 shows the basic architectural compo-
nents of the 82370, The following seclions bricfly
discuss the architecture and funclion of gach of the
dislingt seclions of the 82370,

1 BO376 LOCAL BUS CHPSELY

]

) 1
) RUS INTERFACE i
HEEEE A InTERNAL BUS l—— DREQO
T} ARBITRATION — — — T
1 AND CONTROL, [4—b  |[— — » b
CLKZ 1 [ {16 = BIT PHYSICAL P——
READY# L] . «—»1(32 - BIT LOGICAL)+—y— DREQ?
READYOR +d——J warr - STATF Jle— | B I enacke
wsco 4+—| conTROL ¢ A 5 CONTROLLER  |——+EDACK!
wsCl —b—s
1 o B ? ¥ EDACKZ
—
\ DRAM — R A f——EQP#
TOUT1 /REF§ ++——§ REFRESH [+ |¢ '
I CONTROLLER M= n1s[™™ |
1 L s 1
‘ 5 Internal requests IRQR 1
13 ROy ! 20-1EviL [P _] !
| nmErrueT [* I TIMER © |
INT «4——] CONTROLLER [* 1 M e— 1
1 - | TIMER 1 TQS# ]
! l—] | — » 1
RESET ——=} £PU N TIMER 2 1 TOUTZ#
CPUKEST i RESET - ol
TIMLR 5 THITI4
1 S ST S I B 1
1 IRQG
h o e e o o o e — e A e e o o o e o CLK 1N
200164 -4
Figure 1-1. Architecture of the 82370
n3
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1.1.1 DMA CONTROLLER

The 82370 rontaing a high-perlormance, 8-channel
DMA Contraller. It provides a 32.bil internal data
path. Through its 16-bit external physical data bus, it
is capable of transfarring dala in any combination of
byles, words and double-words. The addresses of
both source and deslinalion can be independently
incremented, decremented or held conslanl, and
cover the entire * 6-bit physical address space of the
80376. It can disassemble and assemble non-
aligned data via a 32-bil inlernal temporary data
storage rogislar. Data transferred batween devicas
of different data palh widths can also be assamblad
and disassembled using the internal lemporary dala
slorage ragisier. The BMA Controller can also trans-
fer aligned data belween I/O and memory on Lhe ly,
allnwing dala transler rates up to 16 magabytas per
sacond 1or an 82370 operating at “6 MHz. Figure
1-2illusirates the functional componeants of lhe DMA
Cantroller.

There are twenty-four general status and command
registers in lhe 82370 OMA Controller. Thraugh
thase registers any of lhe channels may be pro-
grarnmed inta any of the possible modes. The oper-
ating modes of any one channel are independent of
the operation of the other channals.

intgl.

Each channel has three programmable registers
which delermine Lhe location and amount of data la
he ransfarred:

Byte Count Registar—Numbar of bylas lo trans-

far. (24-bits}

Reguester Register — Byle Address of memory
ar poripheral which e ro
questing DMA - service.
{24-bits}

— Byte Address of peripheral

or memory which will be
accassod. (24.-bita)

Target Register

There are also port addresses which, when ac-
cessad, cause the 82370 10 perform specific func-
tions. The aclual dala wrillen dogsn’t mallear, Lhe act
of writing to the specific addrass causes the com-
mand to be executed. The commands which operate
in this mode are: Master Clear, Clear Terminal Count
Interrupl Request, Clear Mask Register, and Clear
Byle Fointer Flip-Flop.

DM transiors can be done between all combina-
tions of memory and 1/O; memaory-to memary, mem-
ory-to-1/0, 1/OAo-memory, and 1/0-to-l/C. DMA
sorvice can be reguested lhrough sellware and/or
hardware. Hardware DMA acknowledge signals are
availatle or all channels (excepl channal 4} through

an encoded 3J3-bit DMA  acknowladge bus
(EDACKD-2).
! :E;E 4——| CONTROL/STATUS REGISTERS CHANMEL REGISTERS
- ¥ COMMAND REGISTER I BASI CURRLNT | TEMPORARY '
BYTI NT [ BYTE counT ;
DREQD COMMAND REGISTER L1 E COUNT | BYTE REGIS IER
DRE MOGE REGISIER L BASE CURRENT
ot > REQUESTER | REQUESTER CHANNEL ©
DRED2 ——¢ 1,779 MODE REGISTER 1L ADDRESS ADDRESS
DREQI~———#] REQUFST |
SOFTWARE REGLEST URRENT
DREQA ———uid ARRITRATION REGISTER Tﬁ:gET CmR Gtg i
DREQS ———4H LoGIie WASK REGISTER ADDRESS ADDRESS
Ezigg_" STATUS REGISTER CHANNEL 1 (SAME AS CH @)
’ BUS SIZE REGISTER CHANNEL 7 [SAME AS CH @)
CHAINING REGISTER CHANNEL 3 {SAME AS CH ©)
| "LOWER™ GROUP OF CHANNELS
EDACKD 4+—
LDACKT 4—— pROGESS
CONTROL
EDACKZ 4—]
EOP§ 4— 4—|
- TUFPERT GROUP OF CHAMMELS
CHANNEL 4 [SAME AS CH 0)
?::JE?&LS/ STATUS CHANNEL 5 (SAME AS CH 0}
LOWER GROUP) CHAMMNEL & (‘SAME A3 CH DJ
CHANNEL 7 (SAME AS CH @)
290164 -5

Figure 1-2. 82370 DMA Controller
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The 82370 DMA Conlraller ranslers blocks of data
utfers) in throo modes: Single Bulfur, Butfer Aulo-
Initialize, and Buller Chaining. In the Single Buffer
Procass, the 82370 DMA Controlier is programmed
to transier one particular block of data. Successive
transfers then require reprogramming of the DMA
channe!. Sincle Buffer transicrs are useful in sys-
lems whera it is known at the time the transler be-
gins whal guaniity ol data is 1o be transferred, and
there is a contiguous block of data area available.

The Buffer Auta-Initialize Frocess allows the same
dala ared o be used lur successive DVA ansivns
without having to reprogram the channel.

The Buffer Chaining Process allows a program 1o
specify a list of bulier lransiers 10 be executed. The
82370 DMA Controller. through interrupt routines. is
reprogramemad from the list. The channal is repro-
grammed for a now buffer before the current bufier
transier is complete. This pipelining of the channel
programming process allows the system to allocate
non-contiguous blocks of data storage space, and
ranster all of the data with one UMA process. The
buffers that make up the chain do nol have to be in
contiguous locations,

Channel priority can be fixed or rolating. Fixed priori-
ty allows the programmer to dafing the pricrity of
DMA channels based on hardware or olber fixed pa-

82370

rameters. Rotating priority is used to provide periph-
erals access o he bius on a sharad basis.

With fixed priorily, the programmer can set any
channet 1o have the currenl lowest prionty. This al-
lows the user to reset or manually rotate the priority

schedule without reprogramming the command reg-
isters.

1.1.2 PROGRAMMASBLE INTERVAL TIMERS

Four “6-bit programmable interval timers reside
within Ihe 82370, These timars are identical in func-
fion to the timers in the 82054 Programmable Inter-
val Timaer. All four of the timars share a common
clock inpul which can be independent of the system
clock. The timers are capable of aperating in six dif-
ferenl medss, 1In all of the modes, the current count
can be latched and read by the 80376 at any lime,
making these very versaltile event imers. Figure *-3
shows the functional components of the Program-
mable Inlgrval Timers,

The outputs of the limers are direcled 10 key syslem
functions, making syslem dasign simpler. Timer O is
rouied directly to an interrupt input and is not avail-
able exiernally. This limer would typically be used to
generate time-keeping inlarrupts.

|
|

< INTERNAL DATA BUS >
A F T
CONTROL 1| status NPUT/QUTPUT| |
REGISTERS ] | ATCH LATCHES »
[ *
[} ]
ﬁ N N
cares{ TP contrROL — 16— BIT COUNTER| |
—¥ oo ' H
— ] ¥ ]

CLKIN === ' I OUTFUT CONTROL LOGIC |—:—> TouTD

] L]
o ey o W B W W W W OE O W W W -

TIMER @

TIMER 1 ]—D ToUuT

TIMER 2 j—b TOUTZ

TIMER 3 I—Mnuis

21164 -8

Figure 1-3. Programmable Interval Timers—Block Diagram
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Timers % and 2 have oulplts which are available for
general limer/counter purposes as well as special
functions. Timer 1 is routed to the refrash control
logic to provide reiresh timing. Timer 2 is connected
to an interrupl request inpul to provide other timer
lunctions. Timer 3 i3 a general purpose timer/coun-

ter whose ouloul is available to oxternal hardware, i
is also connected internally 10 the interrupt request

which defaults 10 the highest pricrity (1RG0).

1.1.3 INTERRUPT CONTROLLER

The 82370 has the eguivalent of thres enhanced
82C59A Frogrammable Interrupt Controllers. 1hese
controllers can all be operated in the Master Mode,
but the pricrity is always as if they were cascadod.
There are 15 interrupt reguest inputs provided for
& user, all of which can e Inpus frum exlernal
slave interrupt controllers. Cascading 82C59As o
these regues! inputs allows a possible 1otal of 120
external interrupt requests. Figurc 1-4 is a block dia-
gram of the 82370 Inlerrupt Canlroller,

Each ol the interrupt request inputs can be individu-
ally programmed with its own interrupt vector, allow-
ing mora flexibility in interrupt vector mapping than

intal.

was available with the 82C38A. An interruplis pro-
vided Lo alerl lhe syskem Ihal an atlampt is being
made to program the vectors in the method of the
820594, This provides compatibility of existing soit-
ware thal used the 82C59A or 82534 wilh new de-
signs using the 82370.

In the event of an unrequestisd or tiharwise errone-
ous interrupt acknowledge cycle, the 82370 Inlerrupt
Controller issucs a defaull veclor. This voctor, pro-
grammed by the system soflwarc, will alert the sys-
tern of unsoliciled inlerrupts of the 80376,

Tha functions of the 82370 Interrupt Controllar are
identical lo the 82C59A, cxcept in regards to pro-
gramming the interrupt vactors as mentionad above.
Interrupt request inputs are programmable as cither
adga o levnl triggered and are software maskable.
Priority can be either (ixed or rotating and interrupt
requests can be nested.

Enbancements are added to the 82370 for cascad-
ing external inlerrupt controllers. Master to Slave
hangshaking takes place un the data bus, instead of
dedicaled cascade ines.

| INT. MASK REG.I

INTERRUPT i
TO HOST |
|
IRQO# ¥ »
IRQ1§ —— b »
IRQ2§ — T PRIGRITY "
; o]  RESOLVER ) -
::gii * aco. » x " service
: ’ REG. v CONTROL 1 REG. !
IROS¥ q > LOGIC > 5
IROEH » > » :
IRO7 § —— > » i

cabhoecscs s e s m - ~

1RO

IRQ2

IRQ3

e

IRQ4

—

DATA {0=7)

ROS DATA (D-7)

IRQE

IRQG?

INDI¥IDUALLY PROGRAMMALLE
VECTOR BANK

52370 ENHANCEMENT OVER THE B2C594A

290184 -7

Figure 1-4. 82370 Interrupt Controller--Block Diagram
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1.1.4 WAIT STATE GENERATOR

The Wail State Generator is a programmabla
READY generation circuit for the 80376 bus. A pe-
ripherai requiring wail stales can raquest the Wai
State Generator 1o hold the processor's READY in-
pul inactive for a predetermined number of bus
states. Six different wait stale counts can be pro-
grammed into the Wait Slale Generator by softwarg;
three for memory accesses and three for 1/C ac-
cesses. A block diagram ol the 82370 Wail State
Generator is shown in Figure 1-3.

The peripheral being accessed salects the required
wail state count by placing a code on a 2-bit wait
state setect bus. This codc along with the M/IO#
signal from the bus master is used to sclect one of
six internal 4-bit wait state registers which has haen
programmed with the desired number of wail states.
From zero 1o filleen wail slales can be programmed
into the wait state registers. The Wait Stale genera-
tor tracks the stale of the processor or current bus
master at all times, regardless of which device is the
current bus master and regardiass of whether ar not
the wait stato gencrator is currently active.

The 82370 Wail State Generator Is disahled by mak-
ing the selecl inputs bolh high. This aliows hardwarc
which i intalligant anaugh i grnorate it awn reacy
signal to be accessed without penalty. As previously
mentioned, desslecting the Wail State Generator
does not disable ils ability 1o determine 1he proper
nurmbier of wail statas due 1o pipeline status in sub-
seguent bus cycles.

The numbier of wail states inserted into a pipelined
bus cycle is the value in the selected wail slale reg-
ister. It the hus master is operating in the non-pipe-
lined mode, the Wait State Generator will increase
the numbar of wail stales ingertad into the bus eyels
by one.

82370

On resat, the Wail State Generator's registers arc
lnaded wilh the value FFH, giving the maximurr
number of wail states for any access in which the
wait state select inputs arc active.

1.1.5 DRAM REFRESH CONTROLLER

The 82370 DRAM Refresh Controller consisls ol &
24-bit refresh address counter and bus arbitration
logic. The ouiput of Timer 1 is used to periodically
requesl a refresh cycle. When the controller ro-
ceives the requesl, it requests access to the system
bus through the HOLD signal. When bus control is
acknowledged by lhe processor or current bus mas-
tar, the refresh controller executes a memory read
operation at the address currently in the Refresh Ad-
dress Ragister. At the same time, it aclivates a re-
fresh signal (RCE # ) that the memory uses to lores a
reiresh inslead of a normal read. Contral of the bus
is transferred to the processor at the completion of
this cycle. Typically a refresh cycle will take six clock
cycles 1o excoute on an 80376 bus.

The 82370 DRAM Relresh Conlroller has Lhe high-
ost priarity when regussting bus access and will in-
terrupt any active DMA process. 1his allpws large
blocks of dala lo be moved by the DMA controller
wilhout alleching 1he refresh Tunclion. Alsa the DMA
conroller 1S ROt required 10 complately relinguisn the
hus, the refresh controller simply steals & bus cyclc
belwesn DMA accesses.

The amount by which the refresh address is incre-
rmentad is programmable to allow for different bus

widths and memory bank arrangemenis.

1.1.6 CPU RESET FUNCTION

Tha B2370 containg a spacial resct function which
can respond to hardware raset signals as well as a

Pipalined 0-15 Wail Slates
Mon-Pipelined 0-16 Wait Stales

F

INTERNAL WAIT STATE
HEUUIKEMEN T

READYO§

D4 D3 na

WICO —M

# MEMORY O /o Q

REGISTER

h 4

WsC1—"

MEMORY 1 [FLom]

SELECT

v MEMORY 2 1/0 2

WAIT STATF

MO p P

» (RESERVED)

REFRESH

COUNTER

PROGRAMMABLE WAIT STATE

REGISTERS 0064 8

Flgure 1-3. 52370 Walt State Generator—-Biock Dlagram
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softwarc reset command. The circuit will hold the
801376's RESET line aclive while an oxternal hard-
ware resel signal is present at its RESET inpul. It
can also reset the 80376 processor as the resull of a
soltware command. The software reset command
causes the 82370 to hold the processor's RESET
line active for a minimum ol B2 clock cycles. The
80376 requires that its RESET line be hald active for
a minimum of 80 clock cycles 10 re-initialize. For a
more detailed explanation and solution, see Appen-
dix D (System Noles),

The 82370 cwan be programmed o sense the shut-
down detact codc on the status lines from the
80376. If the Shuldown Detect function is enablad,
the 82370 will automatically reset (he processor. A
diagnoslic reyisler is available which can be used 10
doterming tha cause of resat.

1.1.7 REGISTER MAP RELOCATICN

After a hardware resel, lhe internal registers of the
82370 are located in [/ space beginning al porl
address 0000H. The map of the 82370's registers is
refocatable via a safiware command. The default
mapping places the 82370 between |/O addresses
0000H and OCDBH. The relocation register allows
this map to be moved to any even 256-byte bounda-
1y b the processar's 16-bit I/ O addreas space or any
aven 64 kbyte boundary in the 24-bit memory ad-
dress space.

1.2 Host Interface

The 82370 is designed to operate efficiently on the
local bus of an 80376 microprocassor, The conliol
signals of the 82370 are identical in function to
those of the 80376, As a slave, the 82370 operates
with all of the features available on the BC376 bus.
wWhen the 82370 isin the Master Mode, it looks iden-
tical to an 80376 to the conneclad devices.

The B2370 monitors Lhe bus al all times, and deter-
mines whether the current bus cvcleis & pipelinad or
non-pipelined access. All of the slatus signals of the
processor are monilorad.

The controf, stalus, and data registers within the
B2370 are localed al fixed addresses relative 1o
gach other, bul the group can be relocated 10 either
memeory or |/ O space and Lo ditterent locatians wilh-
in those spaces.

As a Slave device, lhe 82370 monilors the conirol/
statug lines of the CPLU, The 22370 will gonerate all
ot the wail sialas il noeds whanaver it is accassad.
This allows the programmer the freedom of access-

intal.

ing 82370 regislers without having 1o insert NOPs in
the grogram Lo wail lor slower 82370 inlernal regis-
tars.

The 82370 can determing il a current bus cycle is a
pipglined or a nan-pipelined cycle. It does this by
menitoring the ADS#, NA# and READY # signals
and thereby keeping track of ithe current slale of the
80376.

As a bus master, the 82370 looks like an BO376 to
ihe rest of the system. This enables the designer
greater  flexibility in systems which include  tho
82370. The dasignar doas nol have 1o alter the inter-
faces ol any pcripherals designed lo operale with
the 80376 to accommodale the 82370, The 82370
will access any peripherals on the bus in the same
manner as lhe 80376, including recognizing pipe-
lined bus cycles.

The 82370 is accessed as an 8-bit peripheral. The
80376 places Ihe data of all B-bil accesses aither on
D{0-7) or D{B-15). The 82370 will anly accept dala
on lhess lines when in the Slave Mode, Whenin the
Masier Mode, the 82370 is a full 18-bit machine,
sgending and receiving dala in the same manner as
thc 80376.

2.0 80376 HOST INTERFACE

The 82370 contains a sel of inlerface signals to op-
erate efficiently with the 80378 host procossor
These signals were designed so thal minimal hard-
ware is necded to connecl the 62070 Lo the 80376,
Figure 2.1 depicls a typical system configuralion
with the BN376 processor. As shown in tha diagram,
the 82370 is designed 1o interface directly wilh the
80376 bus,

Since the 82370 residas on the opposite side of he
data bus transceivers with respect to the rest of the
syslem penpherals, it is imporlant to nole that the
transceivers should be controlled so that contention
belween the data bus transceivers and the 82370
W FIT OGUr, M Order 10 Base e IITTpIH[T]eH[alIUfI [&]]
this, the 82370 activates the CHPSEL # signal which
indicates that the 82370 has been addressed and
may outpul dala. This signal should be included in
the direction and enable contro! logic of the trans-
caver. Whean any of the 82370 inlernal registars are
road, the data bus transceivers should be disablod
s0 that only the 82370 will drive the local bus.

This section describes the basic bus functions of the
82370 to show how this device interacts wilh the
80376 processor. Other signals which are nol direct-
Iy related 10 the host interface will be discussed in
their associated functional block description,
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Figure 2-1. 80376/82370 System Configuration

2.1 Master and Slave Modes

At any lima, the 82370 acts as either a Slave davice
or a Master davice in the system. Upon resel, Lhe

82370 will be in the Slave Mode. In this mode, the
HUS /B procossor can roag/write INo the 82370 1n-

ternal registars. Initialization information may be pro-
grammed into the 82370 during Slave Mode.

When DM& service ({including DRAM Refresh Cycles
gengraled by the B2370) is requesiad, the BZ2370 will
reguest and subscquently got control of the 80376
local bus. This is done through the HOLD and HLDA
{Hold Acknowladge) signals. When the 803786 proc-

£ INTELCORPORATION, 1694

ossor responds by asserling the HLDA signal, the
82370 will switch into Master Mode and perform
DMA transfers. In this mode, lhe 82370 is the bus
master of the syslem. il can read/wrile data from/to

memary and peripheral devices. The 82370 will re-
UMM U e Slave Vioug upun camppieuan ur oA

transfers, or when HLDA is negated.

2.2 80376 Interface Signals

As menlioned in Iha Archilecture seclion, the Bus
Interlace module of the 82370 (see Figure 1-1) con-
tains signals that are direclly connected 1o the
80376 host processor. This modula has separate
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16-hil Data and 24-bit Address busses. Also, it has
additional controd signals to supporl differcnt bus op-
eralions on ke syslam. By residing on the 80376
local bus, the 82370 shares the same address, data
and control lines wilh lhe processor. The fellewing
subsections discuss lhe signals which interface to
the 80376 hast processor.

2.2.1 CLOCK (CLK2)

The CLK2 input provides fundarmental timing lor the
82370, It is divided by two internally to generate the
82370 internal clock, Theretore, CLKZ should be
driven with lwice the 80376's frequency. In order to
maintain synchronization with the 80376 host proc-
essor. the 82370 and the 80376 should share a
cormmon clock source.

The internal clock consists of two phases: FHIM and
PHIZ. Each CLKZ2 period is a phase of the internal
clack. PHIZ2 is usually used to sample input and sel
up internal signals and PHI1 is [or latching inlgrnal
data. Figure 2-2 illustrates the relationship of CLK2
and lhe 82370 internal clock signals. The CRURST
signal gererated by lhe 82370 guarantees 1hat the
80376 will wake up in phase wilh PHIT.

2.2.2 DATA BUS iDop-D1s)

This " 6-bit three-state bidirectional bus provides a
general purpose dala path between the 82370 and
the syslern. Thase pins are lied direclly to the corre-
sponding Oata Bus pins ol lhe 80376 local bus. The
Data Bus is also used for interrupt voctors generated
by the B2370 in the Interrupt Acknowledge cycle.

During Slave |/O operations, the 82370 expects &
single byte to be written or read. When the 80378
host pracessor writes inta the 82370, cither Dy Dy
or Dg-Dy 5 will be lalched into the B2370, depending

CLKZ PERIOD

82370 CLOCK PERIOD ‘
a1 | az | a1
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upon whether Byle Enable bit BLE# is O or 1 {see
Table 2-1). When the 80376 host processor reads
from the 82370, tha single byte dala will be duplicat-
ed lwice on the Data Bus, i.e. on Dg-D7 and Dg-
D15.

During Masler Mode, the 82370 can transfer 18-,
and 8-bil data between memory [or /U dewices) and

170 devices [or memory) via ihe Dala Bus.

2.2.3 ADDRESS BUS (Ag3-A1)

These three-stale bidireclional signals are connect-
cd dircctly to the 80376 Address Bus. In the Slave
Mode, they arc used as input signais so that the
processor can address the 82370 internal ports/reg-
isters. In the Mastor Mode, they are used as oulput
signolo by the 82370 to addross memaory and periph
cral devices. The Address Bus is capable of ad
dressing 16 Mbytes of physical memory space
(H00000H to FFFFFFH), and 64 Kbytes of I/O ad-
dresses.

2,24 BYTE ENABLE (BHE#, BLE#)

The Byte Enable pins BHE # and BLE # select the
spacific byte(s} in the word addrassed by Ay-Apg.
During Masier Mode operation, it is used as an out-
pul by the 82370 to address memory and I/O loca-
tions. The dofinition of BHE # and BLE # is further
ilustraled in Table 2-7,

NOTE:
The 82370 will aclivale BHE # when outpul in Mas-
ter Mode. For a more delailed explanation and its
solulions, see Appandix D (Syslem Notes),

82370 CLOCK PERIOD
CLKZ PERIOD

.
i

82370 CLOCK PERIOD
CLK? PERIOD

/NSNS

| az

Figure 2-2. CLK2 and 82370 Internal Clock
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As an output (Master Mode).

82370

Taklle 2-1. Byte Enable Signals

| T
‘ BHE #

Byte to be Accessed

| i Logical Byte Presented on

BLE# . Data Bus During WRITE Only~
Relative to Az -Ay | D45-Dg D,-Dy
5] [s] . 0,1 ‘ =] A
4] 1 1 A A
1 0 0 U A
I i 1 (Not Used) . ‘
U = Undefinad
A = Logical Dg=D7
B — Logical Op=D g
*NOTE:
Actual number of byles accessed depends upon the programmed data path width.
Talle 2-2. Bus Cycle Delinitlon _
M/IO# D/C# W/R# As INPUTS As OUTPUTS
o : 0 0 Interrupt Acknowledge NOT GENERATED
0 0 1 UNDEFINED NOT GENERATED
0 1 0 1#Q Read 170 Aead
a 1 : 17O Write 1/Q Write
1 4] 0 UNDEFINED NOT GENERATED
1 0 1 HALTIf Ay = 1 NOT GENERATED
SHUTDOWN if Ay — C
! i a My Read Mooy Read
| 1 | 1 1 Memory Write Memory Write

2.2.5 BUS CYCLE DEFINITION SIGNALS
(D/C#, W/RE, M/IO#)

These thwee-stale bidirectional signals define the
type of bus cycle being performed. W/R# distin-
guishes between write and read cycles. /C ¥ dis-
tinguishes between processor data and control cy-
clas. M/IO# distinguishes between memaory and /0
cycies,

During Slave Made, these signals are driven by the
80376 host processor; during Master Mode, thoy arc

driven by the 82370, In cithcr made, these signals
will be valid when the Address Status {ADS#) is

drivan LOW. Exact bus cycls definitions are givenin
Table 2-2. Notc that some combinations are recog-
nized as inpuls, but nol generated as oulpuls. Inthe
Master Made, D/C# is always HIGH,

2.2.6 ADDRESS STATUS (ADS#)

This signal indicaies that a valid address (Ay-Ags,
BHE #, BLE#) and bus cycle definition [W/R#,
CHC#, M/IC#) ia baing driven on the bus. In the
Master Mode, it is driven by the 82370 as an output.
In the Slave Mode, this signal is monilored as

EANTEL CONPORADION, 1934

an input by the 82370. By the current and pasl
status of ADS# and the READY # inpul, the 82370
s ablc 10 determing, during Slave Mode, if 1the next
bus cycle is a pipelined address cycle, ADS# is as-
serted during T1 and T2P hus states {see Bus State
Definition).

NOTF:
ADS# must be qualified wilh lhe rising edge of
CLk2.

2.2.7 TRANSFER ACKNOQWLEDGE {(READY #)

This inpul indicates that the current bus cycle is
complete. In the Master Mode, assertion of this sig-
nal indicates the end of a DMA bus cycle. In the
Slave Mode, the 82370 monitors this input and
ADS# to detect a pipelined address cycle. This sig-
nal should be tied directly to the READY ¥ inpul ol
the 80376 host processor.

2.2.8 NEXT ADDRESS REQUEST (NA¥)

This inputl is used to indicate to the 82370 in the
Master Mode that the system is requesting address

21
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pipelining. When driven LOW by eilner memary of
penpheral devices during Master Mode, il indicales
that the systam is preparad o accepl a new address
and bus cycle definition signais from the 82370 be-
fare the end of the current bus gycle. If this input is
active when sampled by the 82370, the next addrass
is driven onta the bus, provided a bus request is
already pending internally.

This input pin is monitored only in the Master Meode.
In the Slave Mode, the 82370 uses the ADSY and
READY# signals 1o delarmine address pipefining
cycles, and NA# will be ignored

2.2.0 RESET {RESET, CPURST)
RESET

This synchronous input suspends any operation in
prograss and places tha 82370 in a known Inifial
state. Upon resel, the 82370 will be in the Slave
Mode waiting (o be initialized by the 80376 host
pracessor. The 82370 is reset by asserting RESET
for 15 or more CLKZ periods. When RESET is as-
sericd, all olher input pins are ignorad, and all other
bus pins are driven to an idla bus slale as shown in
Table 2-3. The 82370 will determing the phase of its
internal clock following RESET geing inaclive.

RAESET is level-sensitive and musl be synchronous
to the CLK2 signal. The RESET sctup and hald tirme
requiremenis are shown in Figure 2-3.

intal.

Table 2-3. Qutput Signals FollowinngS_ET_

Leval |

[ Sighal |

|A1—A;|3, Do—D15, BHE# BLE# |F|Oat
D/C# W/RA, M/IO#, ADS# |Hom ‘

‘HEADYO# o :
‘EOQOP F ‘ Waalk Pull LI
EDACK2-EDACKD 100° ;
HOLD [0 '
INT !UNDEHNED‘ ‘
TOUT1/REF# . 'UNDEFINED"
TOUTZ# /IRQ3#, TOUT3 # ‘

CPURST 0

CHFSEL# “1-‘ J-
*NOTE!

The Interrupt Controller and Programrable Interval Timer
are initialized by software commands

CPURST

This oulput signa! is used 1o reset the 80376 host
processor. it will go active (HIGH) whenever one of
the following events ogours: a) 82370°s RESET input
is active; b) a soltware RESET command is issucd
to the 82370; ar ¢} when the 82370 delects a proc-
peanr Shitdaown oycle and when this detection fea-
twre is enabled (see CFU Resetl and Shutdown De-
tect). When aglivaled, CPURST will be held active
for 62 clocks. The timing of CPURST is such that the
80376 processor will be in synchronization with the
82470, This liming is shewn in Figure 2-4,

‘ PHI 1 /2 |

CLK2 _/_\__/_\

PHI 1/2

| PHI 2 1 PHI 1 | PHI 2

U o\ o\l

L. 50|
RFSET \

200164-10
T30—RESET Hold Time
TAA_RAFSFT Saten Tima
Figure 2-3. RESET Timing
| PHY 2 | PHI 1 | FHI 2 | PHI 1
w_ /NN
—T33 MIN.

CRURST

[ NN

L’rss—cpu Reset from CLK2

{123 MAX.
PHMEBA-11 ‘

Figure 2-4. CPUHS-T Timing
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22,10 INTERRUPT QUT (INT}

This eulpul pin is used to signal the 80376 host
processor that one or more interrupt requesls {either
internal or external) are pending. The processor is
expected to respond with an Inlerrupt Acknowledge
oyelo. Thie cignal shanld he eonnectad directly 1o
1he Maskable Inteirupt Request (INTR) input of the
80376 host processar.

2.3 82370 Bus Timing

The 82370 internally divides the CLK? signal by two
10 generate ils internal clock. Figure 2-2 showed lhe
relationship of CLK2 and the internal clock which
consists of lwo phases: PHI* and PHI2. Each CLK2
poriod is a phase of the intarnal clack

In the 82370, whether it is in lhe Master or Slave
Mode, the shortest time unit of bus activily is a bus
state. A bus slale, which is also referred as a
“T-state', is defined as one 82370 PHI2 clock period
[, twd CLKZ periods). Recall |n Table 2-2 various
types of bus cycles in the 82370 are defined by the
M/O#, D/C# and W/R# signals. Each of these
bus cyclas is composed ¢l lwo Or more bus slates.
The length ol a bus cycle depends on when the
READY # input is assarled (La. driven LOW).

2.3.1 ADDRESS PIPELINING

The 82370 supports Address Pipelining as an oplion
in both tha Magiar and Slava Modao. This faature typ-
ically allows a memery or peripheral device Lo oper-
ate with one less wail stale than waould olherwise be
reguired. This is possible because during a pipelined
cycle, the address and bus cycle definition of the
next cycle will ba generated by the bus master while
waiting for the end of the current cycle 10 be ac-
knowledged. The pipelined bus is cspccially well
suiled for an interleaved memory environmeant. For
16 Mz interleaved memory designs wilth 100 ns ac-
coss time DRAMs, zero wail stale mamory accesses

won ke ashicysed when pipolined addreoning ie ac

lected.

In the Masler Mode, the 82370 is capable ot initiat-
ing, on a cycle-by.cycle basis, sither a pipelined or
non-pipelined accass depending upon the stale of
the NA# input. I a pipelined cycle is reguested [indi-
cated by NA# being driven LOW), the 82370 will
drive the address and bus cycle definition of the next
cycle as s00n as there is an internal bus request
pending.

In the Slave Mode, the 82370 is constanlly monilor-

ing the ADS# and READY # signals on the proces-
sor local bus to determine if the current bus cycle is

© INTEL CORPORATION, 13534
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a pipelined cycle. If a pipelined cycle is detected, the
82370 will request one less wail slale [rom the proc-
essor if the Wail State Generator feature is selected.
On the olher hand, during an 82370 inlernal regisier
access in a pipelined cycle, it wilt make use of the
agvance address and bus cycle informaticn. in all
cases. Address Fipelining will rasult in a savings of
one wait statc.

2.3.2 MASTER MODE BUS TIMING

When the 82370 is in the Master Mode, il will be in
one of six bus states. Figure 2-5 shows the completle
bus state diagram of the Master Made, including
pipclined address states. As secon in the figure, the
82970 state diagram is very similar to that of the
80376. The major difference is that in the 82370,
there s nu Hold stete, Also, in Ll 82370, the condi-
lions for somo state transitions depand upon whoth-
er it is the end of a DMA process.

NOTE:
The term 'end of a DMA process’ is loosaly delined
here, It depends on lhe DMA modes of operaticn
as well as the state of the EOP# and DREQ in-
puts. This is expained in detail in seclion 3—DMA
Cortroller,

1 he 823 /0 will enler the dle state, 1i, upon RESET
and whenaver the internal address is not available al
the end of a OMA cycle or at the ond of a DMA
process. When address pipelining is nol Used (NA #
is naot asserted), a new bus cycle always begins with
stale T1. During T1, addreas and bus cycle definition
signals will be driven on the bus. T1 is always fal-
lowed by T2,

If a bus cycla is not acknowlcdged (with READY #)
during T2 and NA# is negated, T2 will be repealed.
When the end of ihe bus cycle is acknowledged dur-
ing T2, the following state will be T of the next bus
cycle (if the internal address latch is loaded and if
this is not the end of the OMA process). Otherwise,
the Ti state will be entered. Therefore, if lhe memory
o poiiphsial ascssaed in faal cnough to rocopond
within the first T2, 1he faslast non-pipelined cyclc will
lake one T1 and one T2 slals.

Use of lhe address pipelining feature allows thes
82370 to enter thrae addilional bus slales; T1R, T2P
and T2i. T1P is the first bus slale of a pipelined bus
cycle, T2F follows T1F {or T2} il NA# 15 asserted
whien sampled. The 82370 will drive the bus with the
address and bus cycle definilion signals of the next
cycle during T2P, From the stale diagram, it can be
seen Whal alien anidles slale Ti U Tirsl bus cycle
rmusi begin with T1, and is therefore a non-pipelinad
bus cycle. The next bus cycle can be pipelined if

23
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NA# is asserted and the previous bus cycle ended
in a T2P slale. Once the 82370 is in a pipelined
cycle and providad thal NA# is assarted in subse-
quanl cycles, the 82370 will be switching betwaeen
T1P and T2F states. If the end of the current bus
cycle is not acknowledged by the READY # input,
the 82270 wil oxtend the cycle by adding T2F
stales. | he 1astest pipelned CyGic will sunisist ul v
T*P and one T2F state.

The 82370 will enler state T2 when NA# is assert-
ed and when one of the following lwo condilions
occurs. The first condition is when the B2370 is in
slate T2. T2 will bo antered it READY # is not as-
serted and there is no next address available. This
siluation is similar to a wail stale. The 82370 will slay
in T2i for as kong as this candition exsts, The sec-
ond condition which will cause the 82370 Lo cnter
T2 is when lhe 82370 is in slaloc |1H. HBe10re going
1o stale T2P, the 82370 needs to wait in stale T2i
until the next address is available. Also, in both cas-
es, il the DMA process is complete, the 82370 will
cnter the T2 state in order to tinish Ihe current DMA
cyclo.

Figura 2-6 is a timing diagram showing non-pipelinad
bus accesscs in the Master Mode. Figura 2.7 shows
the bsming of pipelined accessas in the Mastar Modea.

intgl.

Figure 2-8 shows Ihe Slave Mode bus timing in both
pipelined and non-pipelined cycies when the 82370
is being accessed. Recall that during Slave Mode,
the 82370 will constantly monitor the ADS# and
READY# signals 1o delermine if the next cycle is

pipshned. In Figura 2 &, tho firel oycla ie nhnpipa.
lined and the second cycle is pipelined. In the pipe-
lincd cycle, the 82370 will start decoding the ad-
dress and bus cycle signals one bus stale earlier
than in a non-pipelined oysle.

2.4.3 SLAVE MODE BUS TIMING

The READY # input signal is samplad by ihe 80376
host processor Lo determine the completion of a bus
eycle. This occurs during the end of every T2, T2
and T2P state. Nurmally, the cutput of the 82370
Wait State Generator, READYO#, is directly con-
nected to the READY # inpul of the 80376 haat
processor and the 82370. In such case, READYO #
and READY # will be identical (sec Wail State Gen-
eratar).

READY# Asserted.Not ADAY+ End of DMA]

ADAY,

Not End of DMA

ADAY. READY¥ Asserted

READY# Nagated.
HA# Negalad

READY Y Azsertad.

ACADYY Hegatad.
NAY Asaartad.
|tnd of OMA + Not ADAY j

NAJ Negoted

fA# Asserted,| |READYH Aaserted

Not End of DMA

ADAY.
READY# Megatad.
HA# Assorted.
Mot End of DMA

READY# Nagated

ADAY. RCADYS Negated

READY# Assarad, [Nat ADAV S End of DMA]

! NOTE:
© ADAV—Internal Address Available

Hot ADAY. READYH Negated

HAY Assortad.[Mot ADAV + End of DMA]

2RG4-12

Figure 2-5. Master Mode State Diagram
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| CTELE 1 | CYCLE 2 |

mooT2 | Mmoo T2 | T2 | T m ‘

A VAVAVAVAVAVAVAVAVAVAWAVAWAW AN
iz~ N N N SN NS\

ADSE 1 2 3
ADDRESS -
—-{ ADDR 7 ADDR 3
AHD CONTROL ADDR 1 A L X

DATA 1y 2 ) =

{READ) | S | —— | =,
DATA {

[WRITE) X A

Nay JOOOODOMARO! QX

READY#

| O WAIT STATE 1 WAIT STATE | o WAIT STATE

290164 -13

Figure 2-6. Non-Pipelined Bus Cycles

| CYCLE 1 | CYCLE 2 \ CYCLE 3
[ fp o T2 | T | T2 | T | Tl | TZp
LEMAVA VA VAVAVAVAVAVAVAVAVAVAVA YA

mzT N/ N N N S\

ADSH 1 , /y\ 2 ’ e \ 3 / /y\
ADDRESS
AND CONTROL : X 2 A 2 A

NAE

ARRINIRAN

READYS
DATA ﬁ| ’_\2 3
{READ} (R 2./ 3
DATA
(WRITE) A 1 X P Y O
280164-14

Figure 2-7, Pipe-lﬂ'i.é-d_Bu'_snéy.c.les
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NON=RIPELINED PIFELINED
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4
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(
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nan-pipglined cyele ta compiele lhe migmal access.

Xom15) ( 22 X 2
[WRITE} b3 b 1
Y T ¢
2B01E4-15
NOTE:

MA# is shown heare only for iming reference. It is not sampled by the 82370 during Slave Mode.
When the 82370 registers are acressed, it will take one or more wait states in pipelined and twoe or more wait states in

Figuré 58 Slave Header.'-i.té.T.irﬁing

3.0 DMA CONTROLLER

The 82370 DMA Controller is canable of lranslerring
data between any combination of memory and/or
[/0, with any combination of dala palh widihs. The
82370 DMA Controller can be programmed 10 ac-
commodale 8- or 16-bit dovices. With its 18-bit ox-
ternal dala path, it can transfer data in units of byte
ur & word, Bus bandwidth is optimized through the
use at an inlernal lemparary register which can dis-
assemble or assemble data lo or from eilher an
aligned or non-aligned destination or source. Figure
3-1is a block diagram of the 82370 DMA Controller.

26

The 82370 has cight channels of DMA, Each chan-
nel operates independently of the others. Within the
oparation of lha individual channels, thars ara many
different modes of data transfer available. Many of
the operating modes can be inlarmixed to provide a
very versalile DMA conlroller.

3.1 Functional Description

In describing the oparation of lhe 82370's DMA Con-
roller, close attention to terminology is required. Be-

i INTFI CORPORATION, 1884
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i
HOLD ——— CONTROL/STATUS REGISIERS CHANNEL REGISIEHS
HLDA
1 COMMAND REGISTER 1 BASE GURRENT | TEMPORARY
BYTE COUNT | BYTE COUNT | REGISTER
BREGO COMMAND REGISTFR IL Fo e oo
MODE REGISTER L
DREQ! ¥ RLQUFSTER | REQUESTER CHARNEL O
DREQZ —M N4 MOOF REGISTOR 1T ADDRESS ADDRERS
DREQ3——#| HEQUEST SOFTWARE REQUEST BASE CURRENT
DREQ4 ——] ARBITRATION REGISTER TARGET TARGET
DREQs ——p  LOGIC WASK REGISTER ADDRESS | ADDRESS
DREQS ——¥ STATUS REGISTER CHANNEL 1 [SAME AS CH 0}
CREQ7 » BUS SIZE REGISTER CHANNEL 2 (SAME AS CH 0}
CHAINING REGISTER CHANNEL 3 [SAME AS CIf 0)
1 “LoWER" GROUP OF CHANNELS
EDACKO 4— "
EDACKY 4—] PROCESS
: CONTROL
. EDACKZ =]
EOP§ 4—
4 “UPPERY GROUP OF CHANNELS
CHANNEL 4 (SAHF AS CH O)
fg:‘:‘;%ﬁ”ms CHANNEL 5 (SAME AS CH 0)
LOWER GROUF) CHANNEL & (SAME AS CH D)
! CHANNEL 7 (SAME AS CH 0)
29016416

Figure 3-1. B2370 DMA Controller Block Diagram

fore enlering the discussion of the functien of the
82370 DMA Controller, the following cxplanatians of
somea of the terminology used harein may be of ben-
efit. First, a lew terms for clarification:

DMA PROCESS—A DMA process is the execution
ol a programmed DMA task from beginning te end

Each DMA process requires inditial programming by
the host 80376 microprocessor.

BUFFER—A conliguous block of data,

BUFFER TRANSFER—The action required by the
DMA 1o transier an entire buffer.

DATA TRANSFER—The DMA action in which a
group of byles or words are moved between devices
by the DMA Controller. A data transfer operation
may involve movement of one or many bytes.

BUS CYCLE—Acesss by the DMA ta a single byto
or word.

Each DMA channel consists of three major compo-
nents. These components are identified by the con-
tenls of prograrmmable registers which defing the

© INTEL CORPORATION, 1884

memory or }/O devices being serviced by the DMA.
They arc the Target, the Requoster, and tho Byle
Count. They will be defined generically here and in
greater detanl in the DMA register detinion sechon.

The Requaster is the device which requires service
by the 82370 DMA Coniroller, and makes the re-
quest for service, All of the contral signals which the
DMA monitore or gonorates for spocific channsls
are logically related 10 the Requester. Only the Re-
guester is considered capable of iniliating or termi-
nating & DMA pracess.

The Target is 1he device with which the Requester
wishes to communicate, As far as the DMA process
is concerned, the Target is a slave which is incapa-
ble of control over the process.

The direction of data transfer can ba aither from Re-
quester to Target or from Targel 1o Flequester; i.e.
ocach can be cithar a source or a deslination.

The Requester and Targel may each be cither /O
or memory. Each has an addrcss associated with it
that can be incremented, decramenled, or held con-
stant. The addresses are stored in the Requester

27



82370

Addross Registers and Targel Address Hegisters,
respeclively. Thase regislers have lwo parls! one
which contains the curront address being used in the
DMA process (Curront Address Register), and one
which holds the programmed base address (Base
Address Register). The contents of the Base Regis-
ters arc never changed by the 82370 DMA Control-
ler. The Curren! Registers are incramanted or decre-
mented according to lhe progress of the DMA pro-
ce55.

Thea Byla Count is the component of the DMA pro-
sess which diclales the amount of data which must
ba transferred. Currant and Basa Byla Count Ragis-
lers are provided. The Current Byte Count Register
is decrcmented once for each byle tansforred by
the DMA process. When Lhe register is decremented
past zero, the Byte Count is considered ‘expired’
and the process is terminated or restarled, depend-
ing on the mode of operation of the channel. The
point at which the Byte Count expires is called 'Ter-
minal Count’ and several status signals are dapen-
dent on this evenl.

Each channsl of the 82370 DMA Controller also
contains a 32-bit Temporary Register for usc in as-
scmbling and disassembling non-aligned dala. The
operation of this register is transparent to the user,
althewigh the contents of | may alfect the lming ol
some DMA handshakc sequences. Since there is
data storage available for each channel, the DMA
Coniroller can be interruplad without loss of data.

To aveid unexpected resuits, care should be laken
in programming thc byle count correclly when as-
sermbing and disassembling non-aligned data. For
example:

Words to Byles:

Transferring two words 1o bytee, but galling the byts
count 10 three, will result in three bytes transferred
ard the final byte flushad,

Bytes to Words:

Transferring six bytes 1o threg words, bul setting the
byte count 1o five, will resull in the sixth byle trans-
ferred heing undefined.

The 82370 DMA Controller is a slave on lhe bus until
a request for DMA service Is received via eilher a
sollware reguesl cummand or @ hardware request
signal. The hosl processar may access any of the
control/status or channel registers at any time the
82370 is a bus slave. Figure 3-2 shows the flow o
operations thal the DMA Controller pertorms.

At the time a DMA semvice request is received, the
DM#a Controller issucs a bus hold request o the
host processor. The 82370 becomes the bus master
when the host relingquishes the bus by asserting a

28
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hold acknowledge signal. The channel lo be serv-
icad will be the one wilh Lhe Bighest pricrily at the
tima the DMA Controller bacomes the bus master.
The DMA Controller will remainin control of the bus
until the hald acknowledge signal is removed, or un-
til the currenl DMA transfer is complete.

While the 82370 DMA Controller has control of the
bus, it will perform the required data transfer(s). The
type of transfer, source and destination addresses,
and amount of data to transter are programmed in

the conlrol registers of the DMA channel which re-
caived lhe reguest for scrvice.

At completion of the DMA process, the 82370 will
remove the bus hold request. At this time the 82370
becomes & slave again, and the host returns o be-
ing a masler. i there are olher DMA channels with
requests pending, the contrellor will again assert the
hold request signal and restart the bus arbitralion
and swilching process.

b 4

WAT FOR DMA
SERYICE REQUEST HO REQUEST
i REQUEST FENIING

¥

ABSSLRI BUS HOLD
REQUEST

BUS HOLD ACKNOWLEDGED
¥

ARBITRATE
PENDING REGQUESTS

h 4

EXECUTE HICHEST
PRICRITY TRANSFER

¥

DE-ASSERT BUS
HOLD KEQUEST !

2eGa-y

Figure 3-2. Flow of DMA Controller Operation

3.2 Interface Signais

Therg are fourteen control signals dedicaled to the
DMA process. They include aight DMA Channel Re-
gueots (DREQN), three Encoded DMA Ackrowlodge
signals {EDACKR), Processor Hold and Hold Ac-
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W/RE "‘/io"’ D/IL"'}::lGNALs

BUS CONTROL
END OF FROCESS

REQUESTER By NOWLEDGE

4 [:l LRE>QUEST

Jb

. |
TARGET + : Ll
+ —
Emtbb HU>
DATA BU'S

—

_ ORFOM
10 HosT| *otn 82370 - >
PROCESSOR p{ DM CONTROLLER M 3 DACKR
HLDA o %
FDACK o
4 R
£OPg
h 4

290164_1“J

Figure 3:3. Requester, Target and DMA Controiler Interconnection

knowledge (HOLD, HLDA}, and End-cl-Process
[EOP #). The DREQm i iputs and EDACK (0-2} out-
puts are handshake signals 1o the devices ragquiring
DMA service. The HOLD output and HLDA input are
Handshake signals to the hosl processor. Figure 3-3
shows Lhese signals and how they inlerconnect be-
twaan lha 82970 NMA Coantrnller. and 1he Ranuesler
and Target devices.

3.2.1 DREGn and EDACK {0-2)

These signals are 1he handshake signals belween
the periphecral and the 82370 When the peripheral
reguires DMA scrvice, it asserls the DREQn signal
of the channel which is programmed to perform the
service. The 82370 arbitrates lhe DREQn against
other pending requests and begins the DMA pro-
cass alter linishing olthar higher pricdily processes.

When the DMA service for the requesied channel is
in pragress, the EDACK {0-2) signals represent the
DMA channel which is accessing the Requester.

The 3-bit code on the EDACK (0-2) lines indicales
the number of the channel presently being serviced.

Table 3-2 shows the encoding of these signals. Note
that Channel 4 does not have a corresponding hard-
ware acknowiedge.

The DMA acknowledga (EDACK) signals indicato
the active channel only during DMA accesses to the
Requester. During accesses to the Target, EDACK
(0-2) has lhe idle code (100). EDACK (0-2) can
thus be used to sclect a Requesler device during a
iransfer.

DREQN can be programmed as cither an Asynchro-
nous or Synchronous inpul. See section 3.4.1 for de-
tails om synchronous versus asynchronous operation
ol these pins.

& INTEL CORPORATION. 1964

Table 3-2. EDACK Encoding
During a DMA Transler

EDACK2 | EDACKI EDACKO Active Channel
.0 0 0 0
0 0 1 1
vl | o] 2
0 ! 3
1 0 o Target Access
1 o] 1 5
1 1 0 )
1 1 1 7

The EDACKn signals are always active. They either
indicale ‘no acknowledge' or they indicale a bus ac-
cess Lo Lhe requesler. The acknowledge code is ai-
lher 100, for an idle DMA or during a DMA access to
the Target, or ‘n’ during a Requester accass, wherc
n is ihe binary value representing the channel. A
simple 3-line to 8-line decoder can be used 10 pro-

vide discrete acknowlodgo signals for the peripher-
dl=.

3.2.2 HOLD AND HLDA
The Hold Reguest (HOLD) and Hold Acknowledge

(HLDA} signals are Lhe handshake signals between
the OMA Controller and ihe host processor, HOLD is
an output from the 82370 and HLDA is an input.
HOLD is asserted by the DMA Controfler when there
is & pending DMA request, thus reguesting the proc-
assor 1o give un control of the bus so the DMA oro-
cess can lake place. The 80376 responds by asserl-
ing HLDA whenit is ready to relinguish control of the
bus.
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The 82370 will begin operations on the bus one
cluck uycle aller the HLDA signal goos aclive. For
this reason, other davices on the bus should be in
the slave mode when HLDA is aclive.

HOLD and HLDA should not be used o gate or se-
laet poripharale raguacting DAMA sorvica. This is be-
cause ol the use of DMA-like operalions by the
DRAM Refresh Controller. The Refresh Controller is
arbilrated with the DMA Controller for control of the
bus, and refresh cycles have the highest priorily, A
refresh cycle will take place between DMA cycles
withoul relinguishing bus control. See seclion 3.4.3
for & more detailed discussian of the interaction be-
ween the DMA Controller and the DRAM Relresh
Controller.

3.23 EQP#

EQP# is a hi-directional signal used to indicatc the
end ol a DMA process. The 82370 aclivates this as
an output during lhe T2 states of the last Reguester
pus eycie lor which a channelis programrred to exe-
cute. The Requester should respond by either with-
drawing its DMA requesl, or interrupling the host
processor 10 indicale ihat the channel needs teo be
programmed with & new buller, As an input, this sig-
nal is used to 1ell the OMA Controller that the periph-
gral being serviced does not require any more data
1o be transferred. This indicales thal the current
buffer is 10 bo lerminated.

EOP# gan be programmed as either an Asynchro-
nous or a SynCI‘IIOHOUS input. S5ec section 3.4.1 10

detarls an synchronous versus asynchronous opera-
tion of this pin.

3.3 Modes of Operation

The 82370 DMA Conlroller has many indepandent
operaling functions. When designing peripheral in-
terfaces for the 82370 DMA Controller, all of the

functions or modes must be considered, all of the
channels are INdependant ©f 8acn oiner {except In

priarity of operation} and can operate in any of the
modes. Many of the operating modes, though inde-
pendantly programmable, affcct the operation of
other modes. Because of the large number of com-
binations pogsible, sach programmable mode i dig-
cussed here with its affects on the operation of other
modas. The entire list of possible combinations will
not be presented.

Table 3- shows lhe calegories ol DMA teatures
available in the 82370. Each of the live major cate-
gories s independent of the others. The sull-catego-
rics are the available modes within the major func-
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. TARGET/REQUESTER DEFINITION
a. Dala Translar Oirsclion
b. Devicec Type
. BUFFER PROCESSES
a. Single BUNEr Frocess
b, Buifer Auto-Initialize Process
c. Buller Chaining Process
Ill. DATA TRANSFER/HANDSHAKE MODES
a, Single Transfer Mode
b. Demand Transter Mode
c. Block Transfer Mode
d. Cascade Mode
V. FRIORITY ARBITRATION
a. Fixed
b. Rotating
c. Frogrammable Fixed
Y. BUS OPERATION
a. Fly-By (Sinyle-Cycle) Two-Cycle
b. Data Palh Width

¢. Read, Write, or Verify Cycles

tion or modo category. The following sectinng ny.
plain each mode or function and its relation to other
features.

3.3.1 TARGET/REQUESTER DEFINITION

All DMA transfers involve three devices: the DMA
Controller, the Requester, and the Targel. Since the
devices 10 be accessed by the DMA Controller vary
widely, lhe operating characleristics of the DMA
Controller must be tailored lo the Reguester and
Target devices.

The Requester can be defined as either the source
ar the destination of the data (o be lranslesred. This
is done by specilying a Write or a Read transfer,
Iwapeutively. 1o Read banzls, e Tayst ia e
dala source and the Requasiar is the dastinalion for
the data. In a Write transfer, the Requester is the
source and the Target is the destinalion.

The Requester and Targel addresses can gach be
independently programmed to be incremented, dec-
remented, or held conslant, As an example, the
82370 is capable of rovarsing a string of data by
hawing the Reguester address increment and the
Target addrass decrement in a memory-to-memary
ransier.

B INTE L CORPORATION, 1334
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3.3.2 BUFFER TRANSFFER PROCESSES

The 82370 OMA Contraller allows three programma-
ble Buffer Transfer Processes. These processes de-
fine the logical way in which a bulfer of data is ac-
cessed by the DMA,

The thrae Bufier Transfer Processes include the Sin-
gle Buffer Process, the Buffer Auto-Initialize FPro-
cess, and the Buffer Chaining Frocess. These pro-
cesses reguire special programming considerations.
See the DMA Programming seclion for more details
or setling up the Buffer Transfer Processas.

Single Buffer Pracess

The Single Buffer Process allows the DMA channel
tn branstar only nna hutfar of data. Whan the buffer
has been completely translerred (Current Byte
Count decremented past zero or EOP# inpul ac-
tive), the DMA process ends and lhe channel be-
comes idle. In order for |hat channel to he used
again, il must be reprogrammed.

The Single Buller Process is usually used when the
amount of data to be transferred is known exactly,
and il is also known that thera is not likely 1o be any

dala to follow betore the opérating systam can re-
program tha channnl

Buffer Aute-Initialize Process

The Buller Aulo-Inilialize Process allows mulliple
groups of data 1o be transferred 1o or from a single
DUlfer. This process does Nnot require reprogram-
ming. The Current Regislers are automatically repro-
grammed from tha Basa Registers when the currend
process is terminaled, either by an expired Byte
Count or by an external EOF# signal. The dala
trancierred will always be between the same Targat
and Requesier,

The auto-initialization/ process-execution cycle is re-
peated until the channel is cither disabled or re-pro
grammed.,

Buffer Chalning Process

The Bulfer Chaining Frocess is useful for transier-
ring large quantitics of data intd non-contiguous
buffer arcas. In this process, a single channaol is
used to process data from several buffers, while
having 1o program the channel only once. Each new
buller is programmed in a pipelined operation that
provides lhe new builer information while the old
hufler is being processed. The chain is created by
lnading new bufier information while the §2370 DMA
Conlroller is processing 1he Currenl Bufler., When
the Current Bulfer expires, 1he 82370 DMA Cantrol-
ler automatically reslarts the channed using the now
buffer inforrmation.

© INTEL CORPORATION, 1994
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Loading the new buffer information is done by an
interrupl routine which is requested hy the 2370
Interrupt Reguest 1 (IRO1) is tied inflarnally to the
82370 DMA Controllor for this purpose, IRQ1 is gen-
eraled by the 82370 when the new bullsr informa-
tion is loaded into the channel's Currermt Registers,
lzavina lhe Base Reaisters ‘empty’. The inlerrupt
service routing ioads new butfor information injo the
Base Registers. The host processor is required to
Inad the information for another buffer before the
current Byle Counl oxpires. The process repeats un-
til the host programs tha channel back to single buff-
& operation, or until the channel runs ouel of bulfers.

The channel runs out of buffers when the Current
Buffer expires and Ihe Base Registars have not yel
beon loaded with new buffer information. When Lhis
oceurs. the channel must be reprogrammed.

If an exlernal ECF # is encouniered while executing
a Butter Chaining Process, the current buffer is con-
sidered expired and the new buller informalion is
loaded into the Current Registers. If the Basc Regis-
1ers are ‘empty’, the chain is terminated.

The channel uses the Base Target Address Register
as an indicator of whelher or not Lhe Base Registers
are ull. When the most signilicant byte ot the Base
Target Regislor is Inaded. 1ha channa! considers all
of the Base Regislers loaded, and removes the in-
terrupt reguest. This reguires that the other Base
Registars (Base Requester Address, Base Byle
Caount) must be loaded before the Base Target Ad-
dress Register. The reason for implementing the re-
idading process this way s that, for most applica-
tions, the Byle Counl and the Reguesier will not
change from one butter 1o the next, and therefare do
nel need 10 be reprogrammed. The details of pro-
gramming the channel for the Buffer Chaining Pro-
cess can be found in the section an DIMA program-
ming.

3.1.3 DATA TRANSFER MODES

Thran Mata Tranefar madas arn avallahla in tha
82370 OMA Contreller. They are the Single Transfer,
Block Transfer, and Demand Transfer Modes,
These transfar modes can be used in conjunction
wilh any onc of throc Buffer Transfor modes: Single
Buffer, Aulo-Inifialized Bufigr and Buifer Chaining.
Any Data Transler Mode can be used under any of
the Buffer Transfer Modes. These modes are inde-
pendently available for all DMA channels.

Qifferent devices being scrviced by the DMA Con
treller require differont hondshaking scguences for
data transfers to take place. Three handshaking
maodes are available on the 82370, giving the de-
signer 1he opportunity 1o use the DMA Controller as
efficiently as possible. The speed at which data can
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be presenied or read by a device can allecl the way
a DMA Controller uses lhe hosl's hus, Ihershy al-
fecling nat only data throughput during the DMA pro-
cess, but also allecling the host's performance by
limiting its access to the bus.

Singile Transfer Mode

In the Single Transfer Mode, one dala transfer to or
fram the Requester is perfermed by the DMA Con-
troller al a time. The DREQn input is arbitratad and
ithe HOLD/HLDA sequence is executed for each
transfer. Transfers continue in this ranner until the
Byle Count expires, or until EOF # is sampled active.
if the DREQN input is held active continuously, the
enlire DREQ-HOLD-HLDA-DACK scquence is re-
pealed over and over until the programmed number
of bytes has boen trangferred. Bus contral is re-
lzased to the host bctween each transfer. Figure 3-4
shows the logical flow of evenls which make up a
buffer ransler using the Single Transfer Mode. Re-
for to section 2.4 for an explanalion of the bus con-
tral arbitration procedure,

The Single Transfor Mode is used [ar devices which
require complete handshake cycles with cach data
access. Data is transferred lo or from Lhe Reguester
only when the Requesier is ready to perform the
tranafer. Cach transicr roguirss the ontire DREQ

intal.

HOLD-HLDA-DACK handshake cycle. Figure 3-5
shows the liming of the Single Transler Mode cycle,

INITIALIZE BUFFER

|

WAIT FOR DREGn
QR SOFTWARE REQUFST

!

EXECUTE
ONE REQUESTER
TRANSFER

HO
TES

END OF BUFFCR

'| P64 14

Figuré 3-4, Buffer Transfer
in Single Transfer Mode

NOTE:

source is the Requester.

The Single Transfter Mode is more efficient {15% —20%) in the case where the source is the Target Because of the
internal pipeline of the B2370 DMA Controller. two idle states are added at the end of & transfer in the case whera the

Tx Tx Ti 1 11 T2 T
AV AVAVAVAYAVAY AVAW a8
ak” YW/ Wt NV ) -
orean _f ALYV ARRARARRAL
HOLG \\- N -
HLDA / )
A(1=23}
BLE, BHE # PRI -
WRE, M0 §
COAck {0—2) I X n 3 100
A0S § XKD = = = = = \ ) AR EELEED --
| | |
READY# OUO0OOOOOOOOOCOOOOOCOCOOCOOOCOOOOOOOOON X _
[ [
EOP EEEIEEMEEE?SEMEE?SB?SMZEMIMEHE MI KK mrl X
291164 -20

Figure 3-5. DMA Single Transfer Mode
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Block Transfer Mode

In the Block Transfer Mode, the DMA process is ini-
tialed by a DMA request and conlinues unti the Byle
Count expires, or until EOP # is aclivaled by the Re-
quesler. The DRECH signal need onfy be held active
until tha first Reninester accass. Only a refresh cvele
will interrupt the block transfer process.

Figure 3-6 illustratcs the operation of the DMA dur-
ing the Block Transier Mode, Figure 3-7 shows the
liming of the handshake signals during Block Mode
Translers.

82370
INITIALIZE BUFFER
WAT FOR DREQn
¥
TRANSFER DATA LINTIL
£O0F DR IC
END OF BUFFER F0164_21

gufe 3-6. Buffer Transfer

Fi
in Block Transfer Mode
—— S I
|
. T= Tx Tn Ti Ti ™ T2 T1 : T2 | T1 T
€Lz M.*\/\JW AVAVAVAWAVAWAVAWAVAW AVAW
ax\_ /) ) A WA
orEan /T | ST - - SRRRRRRRRRRRARRRR VAR RARRENSN
HOLD \ ! |
HLDA r . |
; #054 KRR KX X XX AR IRRTRY / WL A —rm
| | | . 1 H
READY# X)OOOOOQMMWWWXH FAOER) 441 / \
A(1=23) | | | 1
BLE{, BHEN XO000000CO0 0000 - r ——(CEOCO0G00,
WRE M/ OF | [ | 1 | I
O A ARARN K O A n XX X
Zuhikd -22
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Figure 3-7. Block Mode Transfers
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Demand Transfer Mode

The Demand Transier Mode provides the mast flex- INITIALIZE BUFFER
ible handshaking procedures during the DMA pro-
cess. A Demand Transfer is initiated by a DMA re-
guest. The process continues until the Byle Counl

expires, or an cxternal EOF # is encountered. If the
device being serviced {Requestar) desires, it canin-

WAIT FOR DREQR

terrupt  the DMA process by de—activatlp_g the TRANSFER DAIA UNTIL
DHREQN line. Action is taken on the condition of DRECN DE—ACTIVATFD
DREGN during Reguester accesses only. The ac- o# QP UK TC

cess during which DREQn is sampled inaclive is the
last Heguesior access which will be performead aur-

ing the current lranster. Figure 3-8 shows the llow of ECP# or
evenis during the transfer of a buffer in 1he Demand *
Maoda, v
L5
When tha DREQN line goss inactive, tha DIMA Can. FND OF RUFFFR S oA
troller will complate the curremt transter, inciuding . i
any necessary accesses 10 the Targel, and relin- Figure 3-8, Buffer Transfer

quish conlrel of the bus to the host. The current pro-
cass information is saved f(byte counl, Reguester
and Target addresses, and Temporary Register}).

in Demand Transfer Mode

The Requasler can rastarl the transfer process by
reasserting DREQN. The 82370 will arbitrala the re-
quest with other pending requests and begin the
process where il lefll ofl. Figure 3-9 shows the timing
of handehako signale during Demand Transfoer Moda
operation,

SRECe S [A;YNCHROHOUS)

oREen ___ (SYNCHRDHOllJSJ ; - Y

HOLD (l . -- \
HIDA : . |
405§ O0OCOOY ;

-

READYA

A(1=23)
BLEY, BHE¥ .
WRE MK | . | :

FOPH AANKIAAXKAXAARHKIIARK RS L IR NXARIINAS

200164 -24

Figure 3-9. Demand Mode Transfers
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Using the Demand Transfer Mode allows peripherals
lo access memory in small, irregular bursts without
wasting bus conlrol tima. The 82370 is designed to
give the best possible bus control fatency in the De-
mand Transfer Made. Bus control latency is defined
here as the lims lorm 1he last active bus cycle of the

previous bus master to the first active bus cygle of
lhe new bus masler. The 82370 DMA Controller will

pertorm it first bus access cycle iwo bus slales al-
tor HLDA goes active. In the ypical configuratior,
bus contral is returned 1o the hosl one bus state
after the DREQn goes inaclive.

There arc two cascs where there may be more Lhan
one bus state of bus control lalency at the end of a
transfer. The (irsl is al the end of an Aulo-Initialize
process, and the sccond is at the end of a process
whara the smiircr s tha Reanuestar and Twa-Cyele
transters are usad.

When a Buffer Aulo-Inflialize Porcess is complete,
the 82370 requires seven bus slales to reload the
Current Registers from the Base Registers of the
Auto-Initialized channel. The reisading is done while
the 82370 is still the bus master so that it is prepared
to service lhe channel immediately after relinquish-
ing the bus, it necessary.

82370

In the case where the Requester is the source, and
Two-Cycle transfers are heing used, there are lwo
axira idle states at the end of the lransler process.
This occurs due to the heusekeeping in the DMA's
internal pipeline. These two idle states are present
anly after the very last Requesler access, before the
OMA Controller de-activates 1the HOLD signal.

3.3.4 CHANNEL PRIORITY ARBITRATION

DMA. channel pricrity can be pregrammed into one
of lwo arbitration methods: Fixed or Rotating, The
four lower DMA channels and the four upper DMA
channels operale as if they were two separate OMA
controllers operaling in cascade, The lower group oOf
four channels (0-3) is always prioritized between
channels 7 and 4 of the upper group of channels (4 -
7). Flgure 3-10 shuws a piclurial represeriation of
the priority grouping.

The priorily can thus be sat up as rotating for one
group of channels and fixed for the olher, or any
other combination. While in Fixed Friorily, the pro-
grarmmer can also specify which channel has the
lowesl piiority.

LOW PRIORMTY
CHANMEL 7
+ CHAMMEL 6 [_
CHANRLL 5 CHANNEY 3
CHANNEL 4 _ +
PHANIOH CHANNEL 2
CHANNEL 1
4T CHANNEL O
| r
!
HIGH PRICRITY

290164 -25

Fignra 210 DMA Priarity Cronping
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The 82370 DMA Contraller detaulls Lo Fixed Prigrity.
Channal 0 has the highest pricrity, then 1, 2.3, 4, 5,
8, 7. Channel 7 has tha lowest priority. Any time the
DMA Controller arbirates DMA requests, the re-
quesling channel with the highest priority will be
sarviced naxt.

Fixed Priorily can be enlered into at any time by a
software command. The priorily levels in effect after
thc mede swilch arc determined by the current scl-
ting of the Programmabie Priorily.

Frogramrmalie Priorily is available lor fixing the prior-
ity of the OMA channels within a group Lo levels oth-
er than the default. Through a software command,
the channel to have the lowest prigrity in a group
can be specified, Each of the two groups of four
channels can have the priority fixed in this way. The
ather channels in the group will follow the natural
Fixed Priorily sequenca. This mode affects only the
priority lovels while operating with Fixed Pricrily.

For example, if channel 2 is programmed to have Lha
luwest priority inits group, charnnel 3 has the highest
priority. In descending order, the other channels
waould have 1he following priority: (30,°.2),4.56.7
{channal 2 lowest, channel 3 highest). If the upper

intgl.

group were programmed to have channel 5 as the
lowest pricrily channel, the pricrily would be (again,
highast to lowsst): 8,7, (3,0,1,2), 45. Figure 3-11
shows this axample piclorially. The lower group is
always pricrilized as a fifth channel of the upper
group (between channgls 4 and 7).

The DMA Cantraller will only accepl Programmable
Friorily commands while lhe addressed group is op-
crating in Fixed Priority. Swilching from Fixed 1o Reo-
tating Priority preserves ihe current pricrily levels.
Swilching from Rotaling te Fixed Priority returns the
priority levels to those which wore last programmed
by usa of Programmabla Priority.

Rotating Priority allows lhe devices using DMA 1o
share the syslem bus more evenly. An individual
channel doas not relain highest priority afier being
serviced, priority is passed 1o lhe next highest priori-
ty channsl in the group. The channel which was
mast recentlly serviced inherils the lowest priority.
This rotation oeeurs each time a channci is serviced.
Figure 3-12 shows the sequence of events as priori-
ty is passed between channcls. Note that the lower
group rotates within the upper group, and that serv-
icing a channel within the lower group causes rota-
tion within the group as well as rotation of ihe upper
group.

LOW FRIORITY
CHANNEL 6
CHANNEL 7 CHANNEL 3
PHANTOM - - Etllimi :1{
CHANNEL 4 T |
CHANNEL 5
HIGH PRIQRIY '

L0164 -26

Flgure 3-11. Example of Programmed Priority
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—

4l & Rlﬂ el 1| 2| = channal 2 draps to low-
| I S

DREQ?2 and DREQ6—process channe! 2

est priority within group.
Lower group drops 10
lowest priority within up-
per group. {Double Rola-
tion)

DREQS {still) and DREQ7—process channel 6

F ‘3 6! — channel 6 drops 10 low-
’ ast priority within group
DREG7 (still} and DREQQO  proceee channal 7
SN ]
;3|02 ;46 7| — channel 7 drops to low-
est priority within group
DREQD (slill) and DREQ1—process channel 0

l,2 3;0_'—~ channel O cdrops lo |ow-

asi priority within greup.
(Doubla Rolaticn)

DREO {still}—process channel 1

?l 2°3 0| |— channel 1 drops to low-

est priority within group

Figure 3-12. Rotating Channel Priority.
Lower and upper groups are programmed
for the Rotating Priority Mode.

3.3.5 COMBINING PRIORITY MODES

Since the DMA Cantroller operales as two lour-
channel| controllers in cascade, the overall priority
scheme of all eighl charngls can lake on a varigly of
forms. There are four possible combinations of prior-
ilv modes helween the lwo aroups of channels:
Fixed Pricrily only {default), Fixed Priorily upper
group/Rotaling Friority lower group, Rolating Priorily
upper group/Fixed Priosity lower group, and Rotating
Friority anly, Figure 3-13 illustrates the operation of
the two combined priority methods.
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. 1
! Case 1=—
"al- ' 7 ; _ 0-3 Fized Priority, 4-7 Rotating Priority
‘o[ «1.5 7| gzgauu (highest 1o tow o -

ol1]2,3] [4]se 7
Allgr servicing cnannel 2 @
Aller servicing channel & E 0:1]2|3 EEE‘
Altter serwcing channel 1 Wj

Case 2—
0-3 Rotating Priority, 4-7 Fixed Priority
High Low

[o]1l2]s,
After servicing channel 2 W 4 58]7]
Aller servicing channel &
+ After senicing channs 1 [2]3]o]

Defaull priarity

;. Defaull priorily

Figure 3-13. Combining Priority N.|.l.ad es

3.3.6 BUS OCPERATION

Oata may be lransferred by the DMA Controller us-
ing two diffcrent bus cycle operations: Fly-By (one-
cycle) and Two-Cycle, These bus handshake meth-
ods are selectable independenlly for each channel
through a command regisler. Device data path
widths are independently pragrammable for botn
Target and Bequester. Also seleciable through soft-
ware is lhe direclion of data transier, Al of these
parameters affact the operation of the 82370 on a
hus-cycle by bus-cycle hasis.

3.3.6.1 Fly-By Transfers

The Fly-By Transfer Made is the fastest and most
elficient way 10 use the 82370 DMA Controller 1o
transfar datla, In this method of ransier, the data is
written to the destination device at the same time it
is read from the source. Only one bus cycle is used
to accomplish he transter,
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In the Fly-By Mode, the DMA acknowledge signal is
used o select the Nsguesler. The DMA Controller
simullancously places The address of the Targel on
the address bus. The stale of M/IO+ and W/R#
during the Fly-By ransfer cycie indicate the lype of
Target and whether the Target is being writlen to or
read from. The Target's Bus Size is used as an in-
crementer for the Byle Count. The Requester ad-
dress regisiers are ignored during Fly-By lransfers.

MNole that memory-lo-memory transiers canno! be
donc using the Fly-By Mode. Only one memory of
I/ O address is generated by the DMA Controller at a
tima during Fly-By lranstors. Only one of tho dovices
being accessed can be selecled by an address.
Also, the Fly-By mcthod of data transfer limits lhe
hardware 10 accesses ol devices with the same data
bug width. The Tarmporary Regislers are nat affoct-
ed in tha Fly-By Mods,

Fly-By transfers also reguire that the dala paths of
the Target and Reguester be direclly connected.
This requires that successive Fly-By access be 10
word boundaries, or that the Requesier be capabile
of switching ils conneclions to the data bus.

3.3.6.2. Two-Cycle Transfers

[wo-Uycle transters can also be perlormed Dy he
82370 DMA Controller. These transfers require at
lzast two bus oycCles to cxecute. The data being
transferred is read into the DMA Controller's Tempo-
rary Register during the first bus cycle{s). The sec-
ond bus cycle is used 1o wrile the data from the
Temporary Register to the destination.

If the addresses of the data being transferred are
not word alignad, tha 82370 wll recognize tha silua-
tion and read and write the data in groups of byles,
placing them always al the proper destnalion. This
process of collecling the desired bytes and pulling
thern logether is called "byle assembly™. The re-
verse process [reading from aligned locations and
writing to non-aligned locations) is called “byte dis-

sacombly™,

The assembly/disassembly process takes place
transparent to the software, bul can only be done
while using the Two-Cycle transfer method. The
82370 will always perform the assembly/disassem-
bly process as necessary (or the current dala trans-
fer. Any data path widths tor either the Requester or
Target can be usad in the Two-Cycle Mods. This is
very convenienl for inlerfacing existing B- and 16-bit
peripherals 1o the 80376's 16-bit bus.

The 82370 DMA Controller always reads and wrile
data within tha word boundarics; i e, if a word 10 be
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read is crossing a word boundary, the DMA Control-
ler will perform two read operations, each reading
one hyte, 10 read the 16-bit word into the Temporary
Register. Also, the 82370 DMA Controller always at-
tempts 10 fill the Terporary Register from the
sourge before writing any data to the destination. If
the process is torminaled before the Temporary
Register is filled {TC or EOP#), the 82370 will wnte
the partial data o the destination. I a process Is
tomporarily suspended {such as when DREQn is de-
activated during & domand transfer}, the contents of
a partially filled Temporary Rogister will be stared
within the 82370 until the process is restarted.

For example, if the source is specified as an 8-bit
device and the dastination as a 32-bit device, lthere
will be four reads as necessary fram 1he 8-bit source
lo fill the Temporary Redistcr. Then the 82370 will
write the 32-bil contents to the destination in two
cycles of 16-bil each. This cycle will repeat until the
pracess is lerminated or suspanded.

With Two-Cycle transfers, the devices that the
82370 accesses can reside at any address within
1/O or memery space. The device must be able to
decode the byle-enables (BLE #, BHE #). Also, if the
device cannol accept data in byte guantities, the
programmer must take care not 1o allow the DMA
Contraller to anceas the devire nn any address ath-
of than the device boundary.

3.3.6.3 Data Path Width and Data Transfer Rate
Considerations

The number af bus cycles usad (o transfer @ single
"word’" of dala is affected by whather the Two-Cycle
or the Fly-By {Single-Cycle) transfer method is used.

The number of bus cycles used 1o transter dalta di-
rectly aftects the data transter rate. Ingificiem use of
bus cycles will decrease the elleclive data lransler
rate thal can he obtained. Generally, the data trans-
ter rate is halved by using Two-Cycle lransfers in-
stead of Fly-By transfers.

The choice of data path widihs of both Target and
Requester affects the data transfer rate also. During
gach bus cycle, the largest picces ol data pessible
should be transferred.

The data path width ot the devices to be accessed
must be programmed into the OMA controller. The
82370 deifaults after reset to 8-bil-10-B-bit data trans-
lers, but the Target and Requesler can have differ-
ent data path widihs, independent of each other and
indcpcndent of the olher channals. Sinze this is o
sahtware programmable function, more discussion ol
the usas of this [eature are lound in the section on
programming.

#INTEL GORPORATION, 1994
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3.3.6.4 Read, Write and Verify Cycles

Three different bus cycles types may be used in a
data transler. They are the Read, Write and Verify
cycles. These cycle types dictate the way in which
the: 82370 operates on the dala 1o be transferred.

A Read Cycle transfers dala {rom the Targst 1o the
Requester. A Write Cycle ransfers data from the
Requaster to the target. In a Fly-By transier, the ag-
dress and bus slalus signals indicate the access
fread of write) to the Target; the access to the Re-
quester is assumed 1o De the Oppasite,

The Verily Cycle is used lo perform a data read only.
No write access |5 indicated or assurnad in a Verily
Cycle. The Verify Cycle is uselul for validating block
fill sperations. An oxtornal comparaler must bo pra
vided to do any comparisons an the data read.

3.4 Bus Arbitration and Handshaking

Figure 3-14 shows the flow of events in the DMA
request arbitration process. The arbitration sc-
quence starts when the Reguester asserts a DREQN
{or DMA service is reguesled by soltware), Figure
3-15 shows the timing of the sequence of evenls
following & OMA requcat. This scquence is excouted
lor sach channel that is activated. The DREQn sig-
nal can be replaced by a software DMA channed 1e-
quest wilh na change in the seguence.

After he Requesler asseris the service request, the
82370 will request control of the bus via the HOLD
signal. The 82370 will always assert the HOLD sig-
nat one bus slate after lhe service reguesl is assert-
ed. The 80376 responds by asscrting the HL DA sig-
nal, thus releasing control of the bus 10 the 82370
DmA Contioller,

Priority of pending DMA service requests is arbitrat-
ed during the first state after HLDA is asserted by
the 80376. The nexl state will be the beginning of
the firat trancfar acraas Af the highast pricwity pra.
cass.

Whan the 82370 DMA Controller Is finished with ils
current bus activily, it returns coniral of the bus 1o
the host processor. This is done by driving the
HOLD signal inactive. The 82370 does not drive any
address or data bus signals after HOLD goes low, It
entars the Siave Mode until another DMA process is
reguested. The processor acknowledges thal it has

£ INTEL CORPORATION, 1694
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regained control of the bus by forcing the HLDA sig-
ral inactive. Naolg lhat Ine 82370's DMA Controller
will not re-request contral of the bus until the entlire
HOLD/HLDA handshake sequence is complete.

1

WAIT FOR DREQn OR SOFTWARE REQUEST

¥

REQUESTER ASSERTS DREQn

!

82370 ASSERTS HOLD REQUEST

+

A0O3T6 ASSERTS HOLD ACKHOWLEDGE

{

#2370 ARBITRATES PENDING REQUESTS

¥

82370 PIRFORMS HIGHEST PRIORITY
TRANSFER [SEE DATA TRANSFER MODES)

*

B2370 DE=ASSERTS HOLD REOUEST

R

Figure 3-14. Bus Arbitration and DMA Sequence

o50164-27

The 82370 DMA Controller will terminate a current
DMA process for one of 1hreg reasons: expired byle
count, end-af-process command (EOP # aciivaled)
from a peripheral, or deaclivaled DMA request sig-
nal. In each case, lhe controller will de-asser HOLD
immediately after completing the dala transfer in
progress. These three melhods of process larmina-
tion are illuelrated in Figorae 218, 9 40 and 318,
respectivaly.

An expired byte count indicates that the current pro-
cess is complete as programmed and the channel
has no further ransfors to process, The channel
musl be restarted according lo the curremtly pro-
grammed Buffer Transfer Mode, or reprogrammed
complstaly, including a naw Buffor Transfer Mode.
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Channel priority resolution lakes place during the bus state before HOLDA is asserted, allowing the DMA Conlroller to

Figure 3-15. Beginning of a DMA p'rocess

If the peripheral activates the EOP # signal, it is ingi-
cating thal it will not accepl ar deliver any more data
for the currcnt butfer. The 82370 DMA Cornlroller
considers s as a complelion of the cnanneal’s cur-
renl pracess and interprets the condition the same
way as if the byte count expired.

The action laken by the 82370 DMA Coantroller in
response o a de-activalad DRFOR signal dopends
on the Data Transter Mode of the channel. in the
Demand Mode, data fransfers will 1ake place as long
as the DRECIN is aclive and the byte count has not
expirad. In the Block Mode, the controller will cam-
plete the enlire block transfer without relinguishing
lhe bus, evan it DREQN goes inaclive before the

transfer is complele, In the Single Mode, the control-
ler will execute single dala transfars, relinquishing

Ihe bus between cach transfer, as long as DREQn is
acive.

Narmal terminalion of a DMA process due to expira-
tion of the byle count {Terminal Count—TC) is
shown if Figure 3-16. The condition ol DREQnN is
ignewad undil after the process 18 tarminalad. [f the
channel is programmed 10 auto-inifialize, HOLD will
be held active for an additional seven clack cycles
while the auto-initialization takes place.

Table 3-3 shows thc DMA channei activity due to
EQF# or Byte Count expiring (Terminal Count).

Table 3-3. DMA Channel Activity Due to Terminal Count or External EQP #

40

Single or .
- Auto- Chaining-Base
Buffer Process Chaining-Base Inltialice Loaged

Empty e
EVENT
Terminal Caunt True X True X Trua X
EQOP# X 0 X 0 X 0
RESULTS
Current Registers Load Load Load Load
Channel Mask Set Sal
EQFP # Cuiput 0 X o] X 1 X
Tarminal Count Status Sot Sot Sl Cat
Software Request CLR CLR CLR CLR
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Figure 3-16. Termination of a DMA Process Due to Expiration of Current Byte Count
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Figure 3-17. Switching between Active DMA Channels

The B2370 always relinquishes control of the bus
between channe! services. This allows the hardware
designer the flaxibility 10 extarnally arbitrate bus hold
requests, if desired. i another DMA request is pend-

ing when a higher pricrity channel service is com-
platad, tha 80070 will ralimquich the buc untl the

hold acknowledge is inactive. One bus stale aller
the HLDA signal goes inactive, the 82370 will asserl
HOLC again. This is illustraled in Figure 3-1/.

3.4.1 SYNCHRONOUS AND ASYNCHRONOUS
SAMPLING OF DREQn AND EQP#

As an indicalor thal a DMA service is to be started,
DREQnN is always sampled asynchronous. [t is sam-

£ INTEL CORPORATION. 1594

pled at the beginning ol a bus statc and acted upon
at the end of the state. Figure 3-15 illustrates the
start of a DMA process due to a DREQR input.

The DREGn and EOF 4 inputs can be programmed

to bo carnplod oithor oyrnohronoualy ©r asynahro

nously to signal the end of a transfer,

The synchronous mode allords the Requester one
bus statc of cxtra time to react o an access. This
means the Requester can terminate a process on
the current access, without losing any dala. The
asynchronous mode requires that the input signal be
presented prior to the beginning of the last state of
the Requester access.
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The timing relationships of the BREQn and EOP #
signals o e termination of a DMA transier ars
shown in Figures 3-18 and 3-19. Figura 3-18 shows
the termination of a DMA transier due 1o inaclive
DREQnN. Figure 3-19 shows the termination of a
DMA process due to an active EOP# inpul.

In the Synctyanous Mode, DREGn and EQF # are
sampled at the end ol the 1asi state of every Re-
quaster data transier cycle. IF EQP# is active or
DREQn is inactive at this time, the 82370 recognizes
this access to the Requester as the last transler. At
this point, the 82370 completes the transier in prog-
rass, il nacessary, and raturns bus gontrel lo the
host.

intgl.

In the asynchronous mode, the inputs are sampled
at the beginning of every slate of a Requesler ac-
cess. The 82370 waits until the end of the state 1o
acl on the input.

DREQn and EQP# are samplad at the lalest possi-
ble time when the 82370 can determine il another
ransler is required. n the Synchronous Mode,
DREQn and EOF# are sampled on the trailing edge
of the last bus state beiore anclher data accoss cy-
cle begins. The Asynchronous Mode requires that
the signals be valid one clock cycle earlier.

— .
1 n | T T T Ta
CLKZ2
CLK
ADSH
READY# m
| 1 '
(ASYNCHROSSE%? \
(STNCHRONOUS) ZI0KKT .0:0:03:0::0:03:0:0: ::o:o: :t:o:o::o:ﬂv:c:!:
HOLD \
HLDA AY
290184-31 i
Figure 3-18, 'I'-t.-!r;l:l.ination of a DMA Process due to De-Asser-'ting-DFl EQn
T2
CLKZ
CLK
ADS ¥
READTS TRARRORRN | OO | AR OO GO TR R
1
(ASYNCHRONO oS | AR SRR
(SYNCHRONBUS) X | R R AR XTI
HALD LY
HLDA \
A 280164-32
Figu;e 3-19. TarmInation of a DMA Process due to an External EQOP # -
42
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Wwhile in the Pipaline Mode, if the NA# signal is sam-
pled aclive during a transfer, the end of lhe state
where NA # was samplad acliva is whon the 82370
decides whethar to commit to anather lransfer. The
device must de-assert DREQN or assert EOF# bhe-
fore NA# is asserlcd, olherwise the 82370 will com-
mit 1o another, possibly undesired, transfer,

Synchronous DREQN and EQF# sampling allows
he peripheral ta provent he next transier fram oc-
curring by de-activating DREQn or asserting EOP#
during the current Requester access, before the
820370 DMA Conlroller commits itself to anothar
transfar, The DMA Coantrollor will not perform the
next transier if it has not already begun the bus cy-
cle. Asynchronous sampling allows less siringent
timing requirements than lhe Synchronous Mode,
but requires that the DRECH signal be valid at the
beginning of the next to last bus stale of the current
Requester access,

Using the Asynchronous Moade with zero wail states
can be very dilficull. Since the addresses and con-
trol signals are driven by the 02070 nsar half-weay
through the firsl bus state of a transfer, and the
Asynchronous Maode raguires thal DREQn be inac-
tive before the end of the state, the peripheral being
accessed is reguired to present DREQN only a few
nanoseconds after the conlrol information is avail-
able. This means thal the peripheral's control logic
must be extremely fast (practically non-causal). An
alternative is the Synchronous Mode,

82370

3.4.2 ARBITRATION OF CASCADED MASTER
REQUESTS

The Cascade Mode allows anolher DMA-type de-
vice to share the bus by arbitrating its bus accesses
with the B2370's. Seven of the eight DMA channels
(03 and 5-7) can be connecled to a cascaded de-
vice 1he cascaded dovice reguests DUS Control
through the DREQN ling af the channel which is pro-
grammed to operate in Gascade Mode. Bus hold ac-
knowledge is signalled to the cascaded deovice
through the EQACK lines. When the EDACK linas
aro active with 1ha codo for the requested cascads
channel, the bus is availablo to 1ha cascadad master
device.

A cascade cycle begins the same way a regular
DMA cycle begins. The requesting bus master as-
serts the DRECQIN line on the B2370. This bus controi
request is arbilrated as any other OMA reguest
would be. I any channel receives a DMA request,
the 82370 requests control of the bus. When the
host acknowledges that it has released bus contral,
the 82370 acknowlocdgos 1o tha requesting master
thal it may access the bus. The 82370 antars an idle
state unlil the new master relinquishes control.

A cascade cycle will be terminated by one of two
ovenls: DREQN going inaclive, or HLDA going inac-
tive. The normal way 10 terminale Lthe cascada cycle

Bus Master ¢

HCLD REGLEST

0 = HOLD ACKNOWLEDGE
A
B
C
katchad
decoder
7 ¥ HOLD ACKNOWLEDGE

Bus Masler 7

80376 82370
DRECO [*
HOLD f—] HoLD
HLDA |—3 HLDA
EDACKO |—
EDACK 1 —M
EDACK2 |—p
DREGN |4

HOLD REQUEST
2R01E4-33

Figure 3-20. Cascaded Bus Master
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is for the cascaded master lo drop the DREQn sig-
nal. Figure 3-21 shows lhe two cascade cycle termi-
nalion sequences.

The Relresh Controller may interrupt the cascaded
masler 10 perform a refrash cycle. If this occurs, the
82370 DMA, Controller will de-assert the EDACK sig-
nal {hold acknowledge to cascaded masler) and wait
for \he cascaded master 1o remove its hold request.
When the 82370 regains bus control, it will perform
the refresh cycle in its normal fashion, Aler the re-
fresh cycle has been completed, and if the cascad-
ed device has re-asserled s reguest, the 82370 will
return control 10 the cascadad master which was in-
lerruptad.

The 82370 assumces thal it is the only device moni-
toring the HLDA signal. If the system designer
wishes 1o place other devices on the bus as bus
masters, the HLDA lrom Lha processor must be in-
lercepted before presenting il 1o the 82370, Using
the Cascade capabilitty of the 82370 DMA Contratler
offers a much better solution.

3.4.3 ARBITRATION OF REFRESH REQUESTS

The arbitration of retrash requests by the DRAM Re-
frash Controller is slightly different from normal DMA

intal.

channel request arbitration, The 82370 DRAM Re-
Ireh Contraller always has the highest priority ol
any DMA process, [ also can interrupt a process in
progress. Two lypes of processes in progress may
be encountered: nermal DMA, and bus master cas-
cads,

In the event of a refresh request during a normal
DMA procass, the DMA Conlroller will complete the
dala transfer in pragress and then execule the re-
fresh cycle belore continuing with the current DMA
pracess. The priority of the inlerrupted process is
not lost. If the data transfer cycle interrupted by the
Refrash Conlrelier is the last of a2 DMA procass, the
refresh cyele will always be cxccouted before coniral
of lhe bus is transferred back to the host.

When lhe Relfrosh Controller request occurs during
a gascade cycle, the Relresh Coniroller must be as-
sured thal the cascaded master device has relin-
quished control of the bus before it can execute the
refresh cycle. To do this, the DMA Conlroller drops
the EDACK signal to the cascaded masler and wailts
for the csorrcaponding DREGN inpul 1o go inactive,
8y dropping the DREQn signal, the cascaded mas
ter refinquishes the bus. The Refresh Controller Lhan
performs the refresh cycle. Conlrol of the bus is re-
turned to the cascaded master if DREGH returns 10
an active state before the ond of the refrash cycle,
otherwise control is passed to the processor and the
cascaded master loses ils priority.

Cascads cycle terminatlon by DREGN Inoctive

DREOR —\
£0ACK n X 100
HO.D \

HLDA

Cascade cycle tecmunalion by HLDA incclive

N

HLDA _—_\
|
|
EDACK 100
| . X
|
DREQR \m\
HO.D

290184 -34 !

Figure 3-21. Cascade Cycle Termination
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3.5 DMA Caontroller Register Overview

The 82370 DMA Conlroller containg 44 registers
which are accossable 10 the host processor. Twen-
ty-four of these regislers contain the device ad-
dresses and data counts for the individual DMA

channcls (thhes per channel), The rcmlailn_ing regis-
ters are control and status registers for initialing and

monitoring the operation of lhe 82370 DMA Control-
lor. Table 3-4 lists the OMA Controller’s registars
and their accessability.

Table 3-4. DMA Controller Registers

Register Name Access

Control/Status Registers—aone each per group

Command Regisler | write only
cammand Reglster il wilie unly
Mode Register | wrile anly
Mode Register || write only
Software Requesl Register read/wrile
Mask Set-Reset Regisler write only
Mask Head-Write Register read ./ write
Status Registar read only
Bus Size Register wrile only
Chaining Register read/ write

Channel Reqisters—one each per channel

Baso Target Address write only
Currenl Targel Address read only
i Base Renuester Address write only
' Current Hegquester Address read only
Base Byte Count writc only
Currant Byte Count read only

3.5.1 CONTROL/STATUS REGISTERS

The following regislers are available to the host
processor 1or programming the 82370 DMA Control-
ler into its various mades and for checking the oper-
ating status of the OMA processes. Each set of four
OMA channels has onc of each of these regislers
ASBOCTALEU WITTL L,

Command Register 1

Enables or disablcs the DMA channel as a group.
Sets the Priorty Mode (Fixed or Rotating) of 1he
group, This wrile-only regisler is cleared by a hard-
ware resel, defaulling Lo all channels enabled and
Fixed Priority Moede,

Command Register Il
Sels the sampling mode of the DREQN and EOP #
inpuls. Also sets the lowesl priorily channel for the

group in the Fixed Priorily Mode. The functions pro-
grammed through Command Register 11 detfault atter

& INTEL CORPGRATION, 1994
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a hardware reset to: asynchronous DREQn and
EOQP #, and charnnels 3 and 7 lowesi priorily.

Mode Registers |

Made Register | is identical in function 1o the Mode
register of the 8237 A. |1 programs the following func-
USNS 10r an INAIVIAUAlly Selecica channel:

Type of Transfer—read, wrile, verify

Auto-Initialize—enable or disable

Target Address Count—increment or dacrement

Data Transfer Mode—demand., singlc. block,
cascade

Moda Registar | funclions dafaull 1o Lhe following
after reset: verify transfer, Aulo-Initialize disabled, in-
crement Targel address, Dermand Mode.

Mode Register 11

Programs the following funclions for an individually
selected channel:

Target Address Hold—eanable or disable
Reguester Address Count—increment or
decrement

Requester Address Hold—enable or disable
Target Device Type—I/0 or Memary
Requester Device Type—I/0 or Memory
Transier Cycles—Two-Cycle or Fly-By

Maode Register il functions are defined as loilows
after a hardware resel: Disable Targel Address Hold,
Increment Hequestor Address, Target (and He-
gueater) in memory, Fly-By Transfer Cycles, Note:
Requester Device Type ignored in Fly-By Transfors.

Software Request Register

The DMA Controller can respond o scrvice requesls
which are initiated by softwarc. Each channel has an
internal request stalus bil associated with it, The
host processor can wrilc 1o this register to set or
reset the reguest bil of a selected channel,

Tne SIEIUS Of @ Yruup's sulware DMA service re-
quests can be read Irom this regisler as well. Each
stalus bit is cleared upon Torminal Count or external
EOP#.

The software DMA reguests are non-maskable and
subject ta priority arbitration with all other softwars
and hardware requesis. The entire register is
cleared by a hardwars reset.

Mask Registers
Each channel has associaled wilth it & mask bil
which can be sat/resel to disable/enable that chan-

nal. Twa metlhods are available for setting and clear-
ing the mask bits. The Mask Set/Reset Register is a
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write-only register which allows the host 1o select an
indiviual channczl and either set or reset the mask
bit {or thal channal only. The Mask Read/Write Reg-
ister is available for reading lhe mask bit status and
for writing mask bits in groups of four.

The mask bits of a group may be cleared in ane step
by executing the Clear Mask Command. See the

DMA Programming section for details. A hardware
resct sets all of the channcl mask bits, disabling all
channals.

Status Register

The Status register is a read-only register which con-
tains the Terminal Count (TC) and Scrvice Request
slalws for a group. Four bits indicate the TC sialus
and four bitg indicale the hardware request slalus
for the four charnels in the group. The TC bits are
set when the Byte Count expires, or when and exler-
nal EOP# is asserled. These Dits are clearad by
reading from the Status Register. The Service Re-
quest bit for a channel indicates when there is a
hardware DMA requaest (DREQN) asserted for that
channel. When the requasl has been removed, the
kit is clearcd.

Bus Size Register

This write-only reqisler is used 1o define the bus size
of the Target and Requester of a selected channal.
The bus sizes programmed will be used to dictate
the sizes of the data paths accessed when the DMA
channel is active. The values programmed into this
regisler aficot the operation of thc Temporary Regis-
ler. When 32-bil bus witth is programmed, the
82370 DMA Controller will access the device twice
through ils 16-bit external Data Bus to perform a
32-bit data transfer. Any byle-assembly required 1o
make the transfers using the specified dala path
widths will be done in the Temporary Register, The
Bus Size register of the Targat is used as an incre-
ment/decrement valug far the Byte Countor and
Target Address when in the Fly-By Mode, Upan re-
sel, all channels detault to 8-bit Targels and 8-bit

Feyusalcra.
Chaining Register

As a command or write register, the Chaining regis-
ler is used to gnable or disable the Chaining Mode
far a selected channegl. Chaining can either be dis-
abled or enabled for an individual channel, indepen-
denlly of the Chaining Mode status of olher chan-
nels, After a bardware raeset, all channgls delaull to
Chaining disabled.

When read by the host, the Chaining Register pro-
vides 1he status of the Chaining Interrupt of each of
the channels. These interrupl slalus bils are cleared
when the new buffer information has been Ipaded.
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Each charnel has three individually programmable
registers necessary for the DMA process; they are
the Base Byle Count, Base Target Addrass, and
Dase Meoguesler Addrass registers, The 24-bil Dase
Byle Count register conlains the number of bytes to
pe transterred oy the channal. Lo £4-0i1 Base Tar-
gel Address Hegister containsg the beginning ad-
dress {(memory or 1/Q) ot the Target device. The
24 -hit Base Reguesler Address register conlains the
base address (memoery or I/ 0} of the device whichis
to regquest DMA. seraco.

3.5.2 CHANNEL REGISTERS

Three more registers for each DMA channel exist
wilhin the DMA Controller which are diractly related
to the registers mentioned above. These registers
contain the current status of the DMA process. They
are the Current Byte Count register, the Current Tar-
get Address, and the Current Reguester Address. Il
is these regislers which are manipulated (increment-
ed, decremenied, or held constant) by the 82370
DMA Controller during the DMA process. The Cur-
rent registers are ioadad from lhe Basa rogistars at
the beginning of a DMA process.

The Base registers arc loaded when the host proc-
e550r wntes to tho respective channel register ad-
dresses. Depending on the made in which the chan-
nel is operating, the Current registers are lypically
loaded in the same operation. Heading from the
channel register addresses yields the contents ol
the corresponding Current regisler.

To maintain compatibility wilh software which ac-
cessas an 8237A, a Byle Pointer Fip-Flop is used to
control access to the upper and lower bytes of same
words of the Channel Registers. These words are
accessad as byle pairs at single port addresses. The
Byte Pointer Flip-Flop acts as a one-bil poinler
which is toggled cach time a gualifying Channel
Register byte is accessed.

Il always poinls 10 the noxl logical byte to be ac-
cessed of a pair of bylas.

The Channel registers are arranged as pairs of
words, each pair with its own portl address. Address-
ing the port with the Byte Pointer Flip-Flop resct ac-
cesses the least signiticant byle of the pair. The
most significanl byle is accessed when the Byle
Pointer is sel.

For compatibility with existing 82374 designs, there
is one exceplion to the above slalements aboul the
Byte Pointer Flip-Flop. The third byte (bits 16-23) of
the Targel Address Is accessed Lhrough I1s own port
address, The Byle Poinler Fiip-Flop is not affected
by any accesses to this byte.

& INTFL CORPOGRATION, 1934
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The upper eight bits of the Byte Count Register are
cleared whoen lhe leest significant byts of ha rogis-
ter is lvaded. This provides compalibifity with soft-
ware which accesses an 8237A. The £237A has
*B-hit Byle Count Registers.

NOTE:
The 82370 is a subse! of the Inlsl 82380 32.bit
DMA Controller with Integrated System Feripherals,

Although the B2370 has 24 address bits externally,
the programming model is actually a full 32 bits wide.
For this reasen, there are some “hiddern’ OMA reg-
isters in the 82370 register sct. These hidden regis-
ters comespond to what would be A24-A31 in a
32-bit system.

Think of the A27371 addresses as though They were
32 bits wide, with only the lower 24 bits available
externally.

This should be of concarn in two argas;

1. Understanding the Byle Foimer Flip Flop
2. Removing the IRQ1 Chaining Interrupt

The byte pointer flip flop will behave as though the
tidden upper address bits were accessible.

The IRQ1 Chaining Interrupt will be ramoved only
when the hidden upper address bils are pro-
grammeod. You will nole that singe the hidden upper
address bils are nol available externally, the value
you program into the registers is not important. The
act of programming the hidden register is oritical in
romaving tha IRQY Chaining inlerrupt for & DMA
channal.

The porl assignments lor these hidden upper ad-
dress bils come directly Irom the port assignments
of the intel 82380. For your oenvenience, those port
definitions have been included in this dala sheet in
section 3.7,

3.5.3 TEMPORARY REGISTERS

Each channel has a 32-bit Temporary Register used
for temporary dala slorage during two-cycle DMA
lranslers. I is this register in which any necessary
byle assembly and disassembly of nan-aligned data
is parformad. Figure 3-22 shows hnw a hlork of dala
will be moved betwean memaory locations with differ-
enl boundaries. Note that the order af the data does
not change.

If the destination is Lhe Requester and an early pro-
cess termination has been indicaled by the EOF #
signal or DRECQH inactive in the Demand Mode, the
Temporary Register is not affected. |f data rernains
in the Temporary Register due to differences in data
path widths of the Targel and Reguesler, it will not

Z INTEL CORPORATION, 1484
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Source Deslination
20H A | 50k
2H | B gH ||
22H o] H2H
294 N Rk A
24H [ “E 5aH L H_
25k F S5H C
26H . G s5H D
274 i__ ATH F
SHH F
ak o |
w LT
Targel = source = 00000020k
Regquester — destination — 000C0053H
Byte Count = 000007H

Figure 3-22. Transfer of data between memory
locations with different boundaries. This will be
the result, independent of data path width.

be transierred or otharwise lost, but will be stored for
later transfer.

H 1ho doslinalion ie lhe Target and lha EQOF 4 signal
is sensed active during the Reoquester access of a
transfer, the DMA Controller will complete the trans-
ter by sending to the Targal whalsver information is
in the Temporary Regisler al the time of process
termination. This implies that the Targel could be
accessed with parlial data in two accesses. For this
reason it is advisable to have an |/O device desig-
nalcd as a Roquestor, unless il is capable of han-
dling partial data transters.

3.6 DMA Controller Programming

Programming a DMA Channel to perform a needed
DMA function is in general a four step process. First
the global atiributes of the DMA Controller are pro-
Wiainneed yvia e lao Goiminand Augistvia, Thivo

global attributes include: pricrity levels, channcl
group enables, priorily mode, and DREGR/EOF # in-
put sampling.

The second step involves satting the operaling
mades of the particular channel. The Mode Regis-
ters are used to define the lype of lransier and the
handshaking modes. The Bus Size Register and
Chaining Register may alsa nead 10 he programmed
in this slep.

The third step in setling up tha channelis lo load the
Base Begisters in accordance with the needs of the
tperating modes chasen in step two. The Current
Regislers are automalically loaded (rom the Base
Registers, if required by the Buffer Transfer Mode in

47
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offect, The information loaded and ihe order in
which it is loaded depends on the operaling mode. A
channel used for cascading, for exampla, needs no
buffer information and this step can be skipped en-
tirely.

The tast step is to enable the newly oregrammed
channel using one of the Mask Regislers. The chan-

nel i§ then available to perform the desired data
rransfer. The slalus of the channel can be chserved
at any lime through the Stalus Regisler, Mask Reg-
ister, Chaining Regisler, and Software Requesl reg-
ister.

Once the channel is programmed and enabled, Lhe
DMA process may be infliatad in one of two ways,
gither by a hardware DMA request {DREQN) or a
coftwarc request {Softwars Reguact Rogiatar)

Cnce programmed to a parlicular Process/Mode
configuration, the channel will operate in that config-
uration until programmed olherwise. For 1his reason,
restarting a channel alter the current buffer expires
does not require completg reprogramming of the
channel. Only those paramelers which have
changed need to be reprogrammed. The Byte Count
Register is always changed and must be rcpro-
grammed. A Targel or Requaster Address Register
which ig incremented or decrormented should be ra-
programmed also,

intgl.

The Ruffer Process is determined by the Auto-Initial-
ize bit ol Mode Ragister | and the Chaining Register.
If Autc-Initialize is enabled, Chaining should net be
used.

3.6.1 BUFFER PROCESSES

3.6.1.1 Single Buffer Process

The Single Buller Process is programmed by dis-
abling Chaining via the Chaining Register and pro-
gramming Mode Register | for non-Auto-initialize.

3.6.1.2 Buffer Auto-Initialize Process

Selling the Auto-Initialize bit in Mode Register | is all
thal is necassary to place the channel in this mode.
Buffer Aulo-Initialize rmusl not be enabled simulta-
naaus 10 enabling the Buffer Chaining Mode as this
will have unpredictable results.

Once the Base Registers are loaded, the channel is
ready to be snabled. The channel will refoad its Cur
rend Registers from the Base Registers cach time
the Current Buffer expires, either by an axpired Byte
Count or an oxternal EQP 4,

1 INSTALL IRQ1 INTFRRUI'T SERVICE ROUTINE I

3

[SET THE CHANNEL TO NON=CHAINING PROCESS I

I

I PROGRAM THE MODE REGISTERS J

|

I LOAD BASE REGISIERS FOK FIRST BUFFER ]

!

| SET THE CHANNEL TO CHAINING PROCESS |

h

(IRQ1 WILL BE ACTIVATED]

ENABLE INTERRUPT {

h 4

(IR WL NFFD SFRVICF-
LOAD BASE RFGISTERS)

I EMABLE THE CHANNEL I

|

FROM THIS FPCINT, THE HOST CAN PERFOHRM
ANOTHER TASK. THE INTERRUPT SERVICE ROUTINE
LEFT BEHIND WILL MAINTAIN THE CHANNEL.

20164 35
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3.6.1.3 Buffer Chaining Process

The Buffer Chaining Process is entered into from the
Singlc Buifer Frocess. The Mode Regisiers should
be programmed lirst, with all of the Transfer Modes
delined as il Ihe channel were to operale in the Sin-
gle Biffar Pracass The channel's Base Redisiers
are then loaded. When the channel has been sel up
in this way, and the chaining inlerrupl service reutine
is in place, the Chaining Process can be entered by
programming the Chaining Register. Figure 3-23 il-
lustrates the Buller Chaining Frocess.

An interrupt {[RQ1) will be generated immediately af-
ter the Chaining Frocess is entered, as the channel
then percaives the Base Registers as emply and in
need of reloading. It is imperiant to have the inter-
rupt corvico routing in place al the fime the Chaining
Process is entered inlg. The interrupt reguest is re-
moved when the most significant byte of the Base
Targel Address is loaded.

The interrupl will occur again when the {irsl buffer
expires and the Current Hegisters are loaded from
the Base Registers. The cycle conlinues unlil the
Chaining Process is disahled, or the host fails to re-
spond 10 IRQ1 before the Current Buffer expires.

Exiting the Chaining Mrocess can be done by reset.
fing the Chaining Mode Register. If an interrupl is
pending for the channel when 1he Chaining Register
is reset, the interupt request will be removed. The
Chaining Frocess can be lemporarily disabied by
selling 1he channel's Mask bit in the Mask Register.

The interrupt service routing for IRQY has lhe re-
sponsibility of releading the Base Ragisters as noe-
assary. | shouid check the status of the channel to
determing the causc of channel expiration, etc. It
should also havs access to operating system intor-
mation regarding the channel, if any exisis. The
IRQ1 service routing should be capable of determin-
ing whether the chain shouid be continued or termi-
nated and acl on Lhal information.

3.6.2 DATA TRANSFER MODES

The Data Transfer Modes are selecled via Moda
Regqister ). The Demand, Single, ard Block Modes
are salacted by bils D6 and D7. The individual rans-
fer type {Fly-By vs Two-Cycle, Read-Write-Verify,
and 1/0 vs Memory) is programmed through both of
lhe Mode registers.

3.6.9 CASCADED BUS MASTERS

The Cascade Mode is set by writing ones 1o D7 and
D6 of Mode Register | When a channel is pro.

€ INTEL CORPORATION, 1684
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grammed (o operale in the Cascade Mode, alt of the
athar modes associated wilh Mode Registers | and 11
are ignored. The priority and DREQn/ECP# defini-
tions of the Command Registers will have the same
effect on the channel's operation as any other
mode.

3.6.4 SOFTWARE COMMANDS

There are five port addresses which, when wrilten
lo, comrmand certain operations 1o be performed by
the 82370 DMA Controlier. The dala writlen to these
lacations is not of conseguence, writing o the loca-
lion is all that is necessary to command the B2370 Lo
perform ihe indicaled function. Following are de-
scriptions of the command functions.

Clean Byte Pointer Flip-Tiop—Location 000CH

Resets the Byte Fointer Flip-Flop. This command
should be performead at the beginning of any access
1o thc channel registers in order to be assured of
beginning at a predictable place in the regisler pro-
gramming sequence.

Master Clear—Location 000DH

All DMA functions ara sct to their deiault siates. This
command Is the equivalent ul o hiardware reswl o
the DMA Controller. Funclions ather than those in
the DMA Controller section of the 82370 are nol af-
fected by this command.

Clear Mask Register— Channels 0-3
— Location O00EH

Channels 4-7
— Location G0CLEH

This command simultangously clears the Mask Bits
ol all channels in the addressed group, enabling all
of the channels in the group.

Clear TC Interrupt Request—Location 001EH

Thie rammand racote thr Tarminal Conrd Intarrpl
Request Flip-Flop. Ut is provided to allow the pro-
gram which made a software OMA reguest 1o ac-
knowledge that it has responded to the expiration of
the requested channel(s).

3.7 Register Definitions

The foliowing diagrams oultling 1he bit detinitions and
functions of the 82370 DMA Conlroller's Status and
Crntral Riagistare The fuaction and programming of
the registers is covered in the previous section on
DMA Controller Programming. An enlry of "X as &
hit valug indicates “'don’l care.”
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82370
Channel Registers (read Current, write Base) . ~
| | Heqister Name Address ‘ Byte Bits
| Channel | egister Nam | (hex) | Pomter | Accessed
F Channel 0 | Target Addross ‘ 00 | 0 | 0-7
| _— 8-15
87 X ‘ 16=-23
10 0 24-31(%)
Byte Gount 0 0 0-7
1 B85
11 0 16-23
Requester Address 90 0 Q-7
1 B-15
H 0 “6-23
1 24-3(%
Channel 1 larget Aodress oz o] 0-7
1 8-15
83 3 16-23
12 0 24-31(")
Byle Count 03 o] 0-7
1 5-15
"3 0 16-23
Reoguester Address 92 0 0-7
1 §-15
93 0 16-23
1 24-31(%)
Channel 2 Target Address 04 0 0-7
1 §-75
81 X ‘6-23
14 Q 24-3°(%}
Byte Count 05 G 0-7
4 8-15
15 o] 16-23
Reguesler Address 94 4 0-7
1 8-15
95 0 16-23
_ 1 24-3¢%)
Channel 3 Target Address 06 0 0-7
1 R_1G
82 X 16-23
16 0 24-31("}
Byte Counl o7 0 0-7
1 8-13
. 17 0 18 .23
i Requester Address 96 0 0-7
. 8-15
g7 0 16-23
1 24-31(%)

a0
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Channel Registers {read Currem_, v_write

Base) (Gonlinue_d_)

82370

Bits

| . |  Address | Byte i
i Channel Register Name | (hex) ‘ Pointer Accessed |
| Channeia Target Address | Co | 0 0-7 ‘
! 8§-15
or = e 23
DO 0 24-31(%)
Byte Count 1 0 0-7
1 B-15
o 0 16-23
Rogquester Address 98 o] 0-7
1 B8-15
99 0 16-23
1 24-34(%)
Ghannc! & Targot Address 2 n 0-7
1 B-'5
88 X 16-23
Dz 0 24-34(%)
Byte Count C3 0 0-7
1 815
D3 0 16-23
Requester Address 8A 0 0-7
1 B-15
98 0 16-23
! 1 24-3-(7
Channel 8 Target Address C4 0 -7
1 8-15
89 X 16-23
D4 0 24-31(")
Byle Count Cs ] 0-7
1 8-15
[BE] Q 16-23
Requestor Address ac 0 -7
. a_18
9D 0 16-23
1 24-31(") '
Channel 7 Targel Address Cce ¢ 0-7
1 8-15
84 X 16-23
06 0 24-21(")
Byte Count c7 0 0-7
1 §-15
o7 0 16-23
Raqueslar Address 9k 0 0-7
1 B-15
9F 0 16-23
| 1 24-31(")

NOTE:

{*¥These bits are nut available externally. You need to be aware of their existence for chaining and Byte Pointer Flip-Flop

operations. Please see section 3.5.2 for further details.

© INTEL CORPORATION, 1034
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Command Register 1 (write only)

Port Addresses— Channels 0-3—0008H
Channels 4 -7—00CBH

i D7 05 G5 B4 DI D2 D DO

Bl RN N EE R

GROUP MASK
0 = ENABLE C-HANNELS
1 = DSABLE CHANNELS

PRIORITY

0 = FIXLE PRIGRITY
1 — ROTATING PRINEATY 200164-36

Command Register |l {write only)

Port Addresses— Channels 0-3—001AH
Channels 4 -7—000AH

; B7 D6 DS B4 D3 02 D1 OO

[oTaoJaJolr [rfesios]

DREQH SAMFLING

EOP§ SAMPLNG
0 = ASYNCHRONCUS
1 = SYNCHRONOLS

L{W PRICRITY _EVEL SET

©0 = CHAMNLL G{4} LOWELSK
wlo— 1)

M= 2(8)

1= 37

280164 -37

Mode Register | (write only)

Forl Addresses— Channels 3-3—000BH
Channgis 4 -7—00CBH

D7 D& D5 D4 DI D2 D1 4

lUIlBOITIl.lIJ_IllIUJCllCUJ

CHAMKEL SE_ECT

00 = CHANMEL 0{4)
0= 1[5
. 28
"= 37
TRANSFER TYPF

00 — YERIFY

a1 = wRITE

10 = READ

14 = ILLEGAL

XX IF IN CASTADE MODE

AUTO—INITIALIZE
O = DSABLE, 1 = ENABLE

TARGET WMCRF MENT /DECREMENT
0 — INCREMENT TARGET

1 = DECREMENT TARCET *

X IF TARGET HCLD EMABLED

DATA TRAHSFER WMODE

Qo — DEMARD MODE

01 = SINGLE THANSFER WGJE
10 = BLOCK WODE

11 = CASCADE MOLE

290164 38

*Target and Requester DECREMENT is allowed only for byte transfers.

© INTEL CORPORATION, 15994
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Mode Register Il (write only)
Port Addrasses— Channels 0-3—001BH
Channels 4 - 7—000BH
— —_—
D7 D6 D5 D4 DI D2 DI DO
EEEEI I EREEE
CHANNEL SELECT
SEE MODE REGISTER |
TARCET HOLD
0 = INCREMENT/DECREMENT
| = HOLD
REQUESTER INCREMENT
0 = INCREMENT
1 = DECREMENT *
A IF REQUESTER HOLD ENABLED
REQUESTER HOLD
0 = INCREMENT/DFCREMLNT
1 = HOLD
TARGET DEVICE TYPE
REQUESTER DEVICE TYPI
O = MEMGORY
1 = INPUT/QUTPUT
TRANSFER CYCIFS
0 = GHE=CYLLE [FLY=BY]
1 — Twd-CYCLE 200164 -39
*Target and Heguestar DECHEMFN]Z is allowed only for byte transiers.
Software Request Register {read/write)
Port Addresses— Channels 0-3—0009H
Channels 4 -7—00C311
Write Format: Sollware DMA Service Hequest
07 D8 D5 D4 D3I D2 O1 DO
IxTx]x{xx]rleci]co]
I l CHANMEL SELECT
SEE MODE REGISTER |
REQUEST SERVICE
0 = REMOVE REQUEST
- T
1 — ASSERT REQUES 0016020
53
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| |
52370 |nte| .

Read Formal: Soitware Reguests Fending

B ]

D7 D6 D5 C4 D3 D2 D1 DO 1=REQUEST PENDING
‘ EREREREECEAENED

‘ CHANNEL Of 4} REQUEST
CHANMEL 1(5) REOQUEST

‘ CHANMEL 2(B) REQUEST

CHANNEL 3(7} REQUEST

260164 -21
Mask Set/Reset Ragister Individual Channel Mask {write only)
Part Addrasses— Channels 0-3—000AH
Channels 4 - 7--00CAH
p7 D& D5 D4 DI D2 D1 0O
[x TxT«Tx ] xfwjer]co]
CHAMNEL SELECT
SEE MODE REGISTER |
MASK SET BIT
0 = CLEAR MASK
t = SET MASK K185 A
Mask Read/Write Register Group Channel Mask {read/write)
Port Addresses— Channels 0-3—0Q0FH
Channels 4 ~7—00CFH
By DB D5 D4 DI D2 D1 DO
EEREEERE I
L— CHANNEL O(4) MASK BIT
CHAMMEL 1(5) WASK RIT
CHANNEL 2{6} MASK BIT
CHANNEL 3{7) MASK BIT
| MASK BIT = 0 - CHANNEL ENABLED
= 1 = CHAMNEL DISABLED
290164 43
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Status Register Channel Process Status (read only)

Pori Addresses— Channels 0-3—0008H
Channeals 4 - 7—=00C8H

Bp7 D6 bS D4 D3 V2 D1 DO

[reTre Trero Jres [rca [ 1ei | voe|

CHANNEL 0{4) EXPIRLD
CHANNEL 1{5} EXPIRED
CHANNCL 2{E) CXIMRED

CHANNEL 3{7) EXPIRED
1= EXPRED

CHANMEL 0{4) REQUEST
CHANMEL 1(5) RECQUEST
CHANNEL 2{6) REGUEST

CHAMNEL 3(7) REQUEST
1 = REQUEST PENDING

2590164 44

]

Bus Size Register Sel Data Path wicth (Wrlte only)

Port Addresses— Channels 0-3—0018H
Channels 4-7—=00D8H

or D& 13 Da D3 D2 o1 0]

] res1|reso| 7es1[TBse| o IENEREE

CHANMEL SELECT
SEE WMODE REGISTER |

TARGE1 BUS SIZE

REQUESTER BUS SIZE

200164 -45

Bus Size Encoding:
uy = Heserved by Intel 10 = 16-bit Bus
01 = 32-bit Bus' 11 = B-bit Bus

*If programmed as 32-bit bus width, the corresponding device will be accessed in lwo 16-bit cycles provided that the data is
aligned within word boundary.

Chaining Register (read/write)

Port Addresses— Channels 0-3—0018H
Channels 4 -7—00D5H

WRITE FORMAT: SET CHAINING WMODE

D7 D& Bs @4 D D2 D1 DO

[oleloloJoalei]ecr]ca]

CHANMEL SELECT
kb MUUL KEGISIEK )

CHAINING ENABLE Bil
O = DISABLE CHAINING WODE

1 = ENABLE CHAINING MODE
260164 -48

a5
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‘ HLAD FORMAT:

p7 DE DS D4 D3I D2

CHANNEL INTERRUPT STATUS ‘

‘ [T x T x [ xToefee]a]ce

oo

—

CHANNFI 0f 4} BASE EMPTY ‘

CHANMEL 1{5) BASE EMFTY

CHANNEL 2(6) BASE EMPTY ‘
| 3(7) BASE EMFTY

CHANNEL 3(7) BAS 20016447

I

3.8 8237A Compatibility

The regisler arrangement of the 82370 DMA Con-
troller is a supersel of the 8237A DMA Controller,
Funcllonally g 82370 DMA Controlier ia vory differ
enl from the 8237A Mosl of the functions of the
8237A are performed also by the 82370. The follow-
ing discussion points out the differences between
the 8237A and the 82370,

The 8237A is limited 10 ransfers batween 11O and
memaory only {except in one special case, where two
channals can be used to perform mamory-{G-memo-
ry transfers). The 82370 DMA Conlroller can transfer
belween any combination of memory and I/0. Sev-
gral olhier galuies ol e 8237A arc enhanced or
expanded in the B2370 and other features are add-
cd.

The 8237A is an 8-bit only DMA dovice. For pro-
gramming compatibilily, all of the 8-bit renislers arc
prescrved in the 82370, The 82370 is programmed
via 8-bil regislers. The address ragisters in the
82370 are 24-hit registers in order to support the
80376’s 24-bil bus. The Byle Count Regislers are
24-bit registers, allowing supporl of larger dala
Diocks than possible wilh the B237TA.

All ol the B237A’s operating modes are supporied
by the 82370 (except the cumbersome two-channel
meamory-to-mameary fransier). The 82370 performs

rmarmery to momery tranclare Leing nnly Ann chnn
nel. The 82370 has the added fealures of buffer
pipelining {Buffer Chaining Process} and prograrn-
mable priarity levels.

The 82370 also adds the feature of address regis-
ters for both destination and source. These address-
&s may be incrementad, decremented, or held con-
slanl, as required by the application cf the individual
channel. This aliows any combination of destinalion
and source device.

56

Each DMA channel has associated with i1 a Targel
and a Requester. In the 8237A, the Targel is the
device which can be accessed by the address regis-
ter, the Requester is the device which is accessed
hy the MMA Acknowledge signals and must be an
110 device.

4.0 PROGRAMMABLE INTERRUPT
CONTROLLER (PIC)

4.1 Functional Description

The 82370 Programmable Inlesrupt Controller (PIC)
nonsista ol three anhancad 82C58A Interrupt Con-
Iroflers. These lhree controliers logether provide 15
exlernal and 5 internal interrupl request inputs. Each
axternal request input can be cascaded with an ad-
ditional 82C594 slave contreller. This scheme al-
lows the 82370 to supporl a maximum of ‘20
{15 x 8) exiernal interrupl raguest inpuis.

Following one or more imarrupt requests, the 82370
PIC issues an inlerrupt signal 1o the 80376. When
the 80376 hosl processor responds wilh an intersupt
acknowladge signal, the FIC will arbitrala batweean
the pending interrupt requesls and place the inter-
rupl vector associaled with the highest priorily pend-
ing request on 1he data bus.

The major enhancement in the 82370 PIC over the
820594 is Lhat each of tha interrupt reguest inputs

can be individually programmed with its own inler-
rupt vector, allowing more flexibility in interrupl vec-
tor mapping.

4.1,1 INTERNAL BLOCK DIAGRAM

The block diagram of the 82370 Programmablea In.
tarrupt Controller is shown in Figure 4-1. Inlernally,

i INTEL CGRPORATION, 1954
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the FIC consists of three 82C53A banks: A, B and C.
The three banks are cascaded 10 one another: Cis
cascaded to B, B is cascaded to A. The INT ouiput
of Bank A is used externally to interrupt the 80376,

Bank A has nine interruptl reguest inpuls (bwo are
nmsed). and Banks B and C have eiaht interrup!
request inpuls. Of the fifteen external interrupt re-
quest inputs, twe are shared by other funclions. Spe-
cifically, the Interrupt Request 3 input RG34} can
be used as the Timer 2 oulpul {TOUTZ#). This pin
can be usaed in three dilierent ways: [RQ3# input
only, 1CUI2+# outpul onty, Or using TOUT2# 1o
generale an IRQ3# interrupt reguest. Also, lhe In-
terrupt Request 3 input (IRQE#) can be used as
DMA Request 4 input (DRAEQ 4). Typically, only
IRQS# or OREQ4 can be used al a lime.

82370

4.1.2 INTERRUPT CONTRCLLER BANKS

All thres banks are identical, with the axceplion of

the IRC1.5 on Bank A, Therelore, only one bank will

be discussed. In the 82370 PIC, all exlernal requests
can be cascaded into and each interupl contraller
bank behaves like a master. As compared 1o the

82504, the enhancernents in 1he banks are:

— Allinterrupt veclors are individually programma-
ble. (In the B2CSH9A, the vectors must be pro-
grammed in eight consecutive interrupt veclor [o-
calions.}

-— The cascade address is provided on the Dala
Bus {00-07). {In the B2C59A, three dedicaled
control signals (CASD, CAS1, CASZ) are used for
master/slave cascading.)

|RE] % Fi ¥ a1
IR0 17 # ]
IR 1B A —

IRQ19# »
IR s—-]
IRA2 1 ¥ —————
RG22 # —
IRQ23# ——————

WA RHNN - Q

INTERRUFT
AAMK
¢

INT

TOUTO (IRQE#)

DREQ4 /IRQS# »
(IRQ10#) —»

IRQ 11 ———————p]

IRQ1 2# =

IRQ 13 #

L e — |
IRO15% ————]

R NI T S = ]

INTERRUPT
BaNK
:]

INT

TOUTI* (IRQOH)

CHAINING {IRQ1#}

h 2

ICw2 {IRQ1.5#)
{IRgz#) =

TOUTZ# /A3 H oot}
SWRoq TC (jRO4m ) ——>]
NOT USED i

war nern —

DEFAULT {IROT#) ———

5
INTERRUPT
BANK —» INT
A {GUTPUT)

260164 48

Figure 4-1. interrupt Controller Block Diagram
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The block diagram of a bank is shown in Figure 4-2.
As can be seen irem this figure, tha bank consists of
six major hlocks: the Interrupt Request Register
(IRR), the In-Service Regster (ISR}, the Interrupl
Mask Register (IMR), the Priority Resolver (PR}, the
Vector Registers (VR), and the Control Logic. The

unetional deseription of each block is included be-
low.

INTERRUPT REQUEST (1RR) AND
IN-SERVICE REGISTER (ISR)

1he Interrupts ar the Interrupt Regusst (RQ) input
lines are handled by two registers in cascade, the
Interrupt Request Register {IRR) and the In-Service
Register (iSH). The IRR is used 1o stare all interrupl
levals which are requesting service, and the 1SR is
used in elnrs all inderrunt lavels which are beina
serviced,

PRIORITY RESCLVER {PR)

This tegic block determines Lhe priorities of the bils
sctn the [MH. The nignest prionty is selecited and
strobed into the corrosponding bil of the 18R during
an Interrupt Acknowledge cycle.

intal.

INTERRUPT MASK REGISTER (IMR}

The IMR stores the bits which mask the interrupt
lines to be masked (disabled). The IMR operates on
the IRR. Masking of a highar priorily input will not
affect ihe interrupt reguest lines of lower priority.

VECTOR REGISTERS (VA)

This block contains a sel of Vector Registers, one
{or each inlerrupl reguest line, to stare lhe pre-pro-
grammed interrupt vector numaer. The correspond-
ing vector number will be driven onto tha Data Bus
of the 82370 during the Interrupt Acknowledge cy-
cle.

CONTROL LOGIC

The Control Logic coordinates tho overall cperations
ol the olher internal blocks within lhe same bank.
This logic will drive the Interrupl Output signat (INT)
HIGH when one or more unmasked interrupl inpuls
are active (LOW). The INT cutput signal goes direct-
ly W lhe 80376 (in bank A} or 10 ancther bank 10
which this bank is cascaded (sco Figure 4-1). Also,
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Figure 4-2. Interrupt Bank Block Diagram
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this logic will recognize an Interrupt Acknowledge
aycle (via MO ¥, D/C# and W/R # signals). During
this bus cycle, the Cantrol Logic will enabla the cor-
responding Vector Register to drive the interrupt
vector onto the Data Bus.

In bank & ke Contral Logic is alsa resaonsible for
handling lthe special ICW2 interrupt request input
(IRQ1.5).

4.2 Interface Signals

421 INTERRUPT INPUTS

There are 15 external Inlerrupt Requesl inputs and 5
inernal Interrupt Requests. The external request in-
puts are: IRQ3+, IRQ9 ¢, IRGT . # W IRQ23 4. They
are shown in bold arcows in Figure 4-1. All IRQ in-
puts are active LOW and they can be programmed
fvia a conlrol bit in the Initialization Command Word
1 (ICW ) 10 be eilher edge-triggered or leveltrig-
gered In arder to be recognized as a valid interrupt
request, the inlerrupt input must be active (LOW) un-
til the first INTA cycle {sac Bus Functional Descrip-
tion). Note that all *5 exlernal Interrupt Request in-
puis have weak internal pull-up resistors.

As menlioned eariier, an B2iChdA can be cascaded
10 each external inlerrupt input 1o expand the inler-
rupl capacity to a maximurm of 120 levels. Also, two
of the interrupl inpuls are dual functions: IRQ3 # can

be used as Timer 2 cutput (TOUT2#)} and IRQ9#
can be used as DRECM input. IRQJ # is a bidiree.

tional dual function pin. This interrupt reguesl inpulis
wirad-OR wilh the oulput of Timer 2 (TOUT24#). If
only IRQ3# function is to be used, Timar 2 should
be programmed so thal QUTZ is LOW. Note that
TOUT2# can also be used to generale an interrupt
requesl to IRQ3# Tnput.

The five internal interrupl requests sorve spocial
system {unctions. They are shown in Table 4-1. The
following paragraphs describe these intarrupts.

Table 4-1. 82370 Internal Interrupt Reguests

[ Interrupt Request Interrupt Source

IHQOD # Twner 3 Qutput {TOUTY)
IROA# Timear 0 Outpid (TOLHTO)
IRQY # DMA Chaining Request
IRQd # DMA Terminal Count .
IRQ1.5# ICW2 Writlen |

TIMER 0 AND TIMER 3 INTERRUPT ACQUESTS

IRQB# and IHQO# interrupt requesls are inilated
by the output of Timers 0 and 3, respectively. Each

ot lhese requests is generated by an edge-detector
flip-llop

© INTEL CORPGRATION, 1994
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The (lip-flops are activaled by the following condi-
lions.

Sel — Rising edge o timer autput (TOUT),

Clear — Interrupi acknowledge for this request; OR
Request is masked (disabled); OR Hard-
ware Reset.

CHAINING AND TERMINAL COUNT INTERRUPTS

These interrupt requests are generated by the
82370 DMA Controller. The chaining request
{IRQ1 #Y indicalos thal the DMA Base Register is
nol loaded. The Terminal Count request (IRQ4 #) in-
dicales that a software DMA rcguest was cleared.

ICW2 INTERRUPT REQUEST

Whenever an initialization Control Word 2 {(ILWZ2) 1S
wrilten t¢ a Bank, a special ICW2 inlerrupl requesl is
generated. The interrupt will be cleared when the
newly programmed IGW2 Register is read. This in-
terrupt request is in Bank A at fevel 1.5, This inter-
rupl request is inlernally ORed wilh the Cascadod
Request from Bank B and is always assigned a high-
er priority than the Cascaded Reguast.

This special inlerrupt is provided o support compati-
bility with the original 820534, A detailed description
ol this inlerrupt is discussed in lhe Programming
section.

DEFAULT INTERRUPT {IRQ7#)

During ar fnlerrupl Achnowledge Gycle, if there (s no
aclive pending reguest, the PIC will automatically
generale a default vector. This veclor corresponds
1o the 1RQ7 # vector in bank A,

4.2.2 INTERRUPT QUTRUT (INT]

The INT output pin s taken direclly from bank A,
This signal should be tied 10 the Maskable interrupt
Request {INTR) of the 80376, When this signal is
ardive (HISHY, it indiraice that Ane ar more inlarnalf
external interrupt reguests arc pending. The 80376
i5 expected 1o respond wilh an interrupt acknowl-
edge cycle.

4.3 Bus Functional Description

The INT outpul of hank A will be activated as a result
of any unmasked inlerrupt requesl. This may be a
non-cascaded or cascaded request. After the PIC
has driven the INT signal HIGH. the 80376 will re.
spond by performing two interrupt acknowledge cy-
cles. The liming diagram in Figure 4-3 shows a typi-
cal interrupt acknowlcdge process between the
82370 and the 80376 CPU.
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Figure 4-3. Interrupt Acknowledge Cycle

Alier aslivaling the INT signal, the 82370 morilors
the status lings (M/AO#, U/OUF, W/H#) and wals
for the 80376 Lo initiate the first interrupl acknowi-
edge cycle. in the 80376 ernvironmant, two suCces-
sive inlerrupt acknowledge cycles {INTA} marked by
MAO# —LOW, O/C# —LOW, and W/R# — LOW
are performed. During the first INTA eycle, the FIC
will determine the highest priority reguest. Assuming
this interrupt input has no exernal Slave Controller
cascaded 1o il, lhe 82370 will drive the Data Bus
with O0H in Lhe lirst INTA cycle, Dunng 1he second
INTA cycla, the 82370 PIC will drive Lhe Data Bus
with 1he corresponding pre-programmed interrupt
vector.

Il the FIC determines (lrom the I{CW3) thal this inlar-
rupl input has an external Slave Controller cascaded
ta it, il will drive tho Data Bue with the opocific €lave
Cascade Address (instead ol 00H) during Whe first
INTA cyclo. This Slave Cascade Address is the pre-
programmed content in the corresponding Veclor
Regisler. This means that no Slave Address should
be chosen 1o be 00H. Note that the Slave Address
and Interrupl Vector are dillerent interpretations of
the same thing. They are both the contents af the
programmable Vector Register, During the second
INTA cycle, the Data Bus will be lleated so that the
exlernal Slave Conlreller can drive its interrupt vac-
1or on the bus. Gince the Slave Interrupt Conlraller
rasides on the system bus, bus fransceiver enablle
and direction control logic must taka this into consid-
eration.

&0

In order 10 have a successiul interrupt service, the
interrupl request INput must be neid valid (LOw) unul
the beginning of the firsl inlerrupl acknowledge cy-
cle. If there is no pending interrupt reguest when the
first INTA cycle is generated, the FIC will generate a
defaull vector, which is the IRQ7 veclor {Bank A,
lewel 7).

According 1o the Bus Cyele definilion of the BO376,
there will be four Bus ldle States belween the two
interrupt acknowledge cycles, These idle bus cycles
will be inittated by the 80378, Also, during cach inter
rupl acknowledge cycle, the internal Wait State Gen-
erator of the 82370 will aulomatically generate the
required number of wait states for internal delays.

4.4 Modces of Operation

A variety of modes and commands are available for
controlting the 82370 PIC. Al of them are program-
mableg; that is, they may be changed dynamically un-
dor softwarc cantrol. In tact, each bank can be pro.
grammed individually (o operate in different modes.
With these modes and commands, many possibie
confliguralions are congmivable, giving the user
enough versatility for almast any interrupt controllod
application.

This section is not inlended to show how the 82370

FPIC can be programmed, Rather, it describes the
operation in different modes.
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44.1 END-OF-INTERRUPT

Upan complation of an interrupt service routine, the
imarrupted bank needs 1o be notified so its ISR can
be updaled. This allows the FIC ta keep lrack of
which interrupt levels are in the process ol being
serviced and their relative oriorities. Three different
End-Of-inlerrupt (EOQI) formais are available, They
are: Non-Spedific EOl Command, Spacific EOl Com-
rmand, and Aulomatic EGI Mede. Scicction of which
EQl to use is dependent upon the interrupt opera-
lions the user wishas to perlorm,

\{ tho 82370 is NOT pragrarmmed in the Automalic
ECI Mode, an EQl command must be issued by the
B0376 1o the specific 82370 FIC Controller Bank.
Also, it this controller bank is cascaded 10 another
internal bank. an EQ! carmmand rust also be sent to
the bank to which this bank is cascaded. For exam-
pic, if an interrupt request of Bank C in the 82370
PIC is servicad, an EQl should be written into Bank
C, Bank B and Bank A. If the requast comes from an
external interrupt controller cascaded to Bank C,
then an EQl should be written into the external con-
troller as well.

NON-SPECIFIC EQl COMMAND

A Nen-Specific FOL cammand sent from the 80376
lets the 82370 PIC bank know when a service rou-
tine has baen complelad, without spacificalion of ils
axact interrupl level. The respeclive interrupt bank
automatically delermines the interrupl level and re-
scts the correct bilin the 1SR,

To take advarlage of the Non-Specific EOI, the in-
terrupt bank must be in a modea of epearalion in which
it can predeterming its in-service routing lavels, For
this reason, the Non-Specilic EQl command should
anly be used when the mast recent fevel acknawl-
adged and serviced is always the highest priorily lev-
ol fi.e. in the Fully Nested Mode structure to be de-
scribad below). Whan Lhe interrupt bank raceives a
Non-Specific EQl cammand, it simply resels the

highest priorily ISR bil 10 indicale thal the highest
Priorty roulne i Service 15 inisnaa,

Special consideration should be taken when decid-
ing lo use lhe Nen-Specific EQI corumand, Here are
two operating conditions in which it is best NOT
used sinra lha Fully Nested Moda siruciure witl be
destroyed:

— Using the Sa1 Priority command within an inter-
rupt service routine.

— Using a Special Mask Mode.

These conditions are covered in more delail in their
own sections, but are listed here for relerence.

£ INTEL CORPCRATION, 1994

82370

SPECIFIC ECI COMMAND

Unlika a Non-Specific EOt command which automal-
ically resels the highest pricrity ISR bit, a Specific
EQI command specifies an exact ISR bit to be resel.
Any one of the IRQ levels of an interrupt bank can
be specified in the command.

The Specific EOl command is needed 1o reset the
1SR bit of & completed serviso routine whanaver the
interrupl bank is not able 10 automatically determine
it. The Specific EOl command can be used in all
conditions of operation, including thoss thal prohibil
Non-Specilic EOl command  usage mantionod
above.

AUTOMATIC ECI MODE

When programmed in the Autamatic EQl Mode, the
80376 no longer needs taissue a cormmand 1o notify
the interrupt bank it has completed an inlerrupt rou-
line. The interrupl bank accomplishes this by per-
forming & Non-Specitic EQl automatically at the end
ot the second INTA cycle.

Special consideration should be taken when decid-
ing to use the Aulcmatic ECI Mode because it may
disturb the Fully Nested Mode structure. In the Auto-
matic EQI Modg, the ISR bit of a routing in service is
resel right after it is acknowledged, thus leaving no
designalion in Lhe ISR that a service routing is being
execuled. If any imsrrupt roguest within the same
bank occurs during this lime and interrupts are en-
abled, it will get scrviced rogardless of ils priority.
Therelore, when using this mods, the 80376 should
keep its inlerrupt request input disabled during exe-
cution of a service routine, By doing this, higher pri-
ority interrupt levels will be serviced only afler lhe
completion ot a routing in service. This guideline re-
stores the Fully Nasted Mode struclure. However, in
this scheme, a routing in sarvice cannot be inlerrupt-
ed since lhe host's interrupt request input is dis-
abled.

4,4,2 INTERRUPT PRIORITIES

The 82370 PIC provides various melhads for arrang-
ing the interrupl priorities ol the mtereupl reguest in-
puls o suit different applicalions. The following sub-
sections explain these methods in detail,

4.4.2.1 Fully Nested Mode

The Fully Nested Mods of operation is a general pur-
pese priority mode, This mode supports a multi-level
interrupt struclure in which all of the Interrupt Re-
quest {IRQ) inpuls within one bank are arranged
from highest to lowest.
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Unless otherwise programmed, the Fully Nested
Mode is entered by defaull upan initialization. Al this
time, IRQD# is assigned the highast priarity (priori-
ty —0) and IRCI7 # the lowest {priority = 7). This de-
fault prigrity can be changed, as will be explained
later in the Rotating Friority Mode.

when an interrupl is acknowledged, the highest pri-
ority requesl is determined from the Interrupt Re-
quest Register (RRY and its vector is placed on the
bus. In addition, the corresponding bit in the In-Serv-
ice Regisler (I5R) is set lo designale the routing in
service. This ISR LIt will remain sel il the 80376
isshas an End Of Interrupt (EQI) command immedi-
ately before returning fram the service rouling; or
alternately, if the Automalic End Ot interrupt (AEC))

bil is set, the 1SR bit will be resel at the end of the
cacnnd INTA mycla

While the |SR hitis set, all further interrupls of the
same or lower priorily are inhibited. Higher level in-
terrupts can still generate an interrupt, which will be
acknowlcdged only if the 80376 internal interrupt en-
able flip-ficp has been recnabied (through sollware
inside the current service routing),

4.4.2.2 Automatic Rotation—Equal Priority
Devices

Autarmatic ralation of pricrities serves in applications
whare the interrupling devices arc of equal priority

intal.

within an inlerrupt bank. In this kind o environment,
once a device is serviced. all other egual griorily pe-
ripharals should be given a chance to be sarviced
befare the eriginal device is serviced again. This is
accomplished by automatically assigning a davice
the lowest priorily after being scrviced. Thus, in the
worsl case, lhe device would have 10 walt until all
olher paripherals connacted 1o the same bank are
serviced before il is sorviced again.

There are two methods of accomplishing automatic
rotation. One is used in conjunction with the Non-
Specilic EOI command and the other is used with
the Automalic EQl mode. These lwo mathods ara
discusscd below.

ROTATE ON NON-SPECIFIC EOI COMMAND

When the Rotate On Non-Spccific EQl command is
issued, the highest 18R bit is reset as in & normal
Non-Specific ECI command. However, after it is re-
set, the corresponding Interrupt Requasl ({RQ) level
is assigned the lowest pricrity, Other IRQ prierilies
rotate 1o conlorm (@ e Fully Nested Mode based
on the newly assigned low pricrity

Figure 4-4 shows how the Rolate On Non-Specific
EQI command affects the interrupt prioriies. As-
sime the IRC priorities weara assigned with IRQO0 the
highest and IRQ7 the lowest. IRQS and IRQ4 are

I57 136 |53 134 133 52 151
|
wrstatus [o [ 1 {e [ 1 ]o]o|e (BEFORK ‘
pRioRY [ 7 [ s s]4|3]z2]1 COMMAND)

LOWEST PRIQRITY

157 136 IS5 154

150
o
o

HIGHEST PRIQRITY

ISR 3TATUS 4] 1 0 ¢!

PRIQRITY 2 1 0 7

l

HIGHEST PRIGRITY

|
2901654 50 |
1S3 1S2 151 IS0
0101008} (aFmr
[ 51 4 3 COHMAND)
LOWEST PRICRITY .
290164 51 |

Figure 4-4. Rotate On Non-Specific EQl Command
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already in service but neither is compleled. Being
the higher priorily routine, IRQ4 is necessarily the
routing being execulad. During the IRQ4 routing, a
rotate on Non-Specific ECl command is executed.
when this happens, Bit 4 in the ISR is resel. 1RG4
then becomes the lowest priority and IRQ5 becomes
Ihe highest.

ROTATE ON AUTOMATIC EQI MODE

The Rotate On Automalic ECI Moade works much
like the Rolate On Non-Specific ECI Command. The
maln difference is Lhal prionty rgtation is done auto-
matically after the sccond INTA ¢ycle of an inlarrupt
requesl. To enter or exil lhis mode, a Rotale-On-Au-
tamatic-EQI Set Command and Rolate-On-Automal-
ic-EQI Clear Command is provided. After this mode
iz rrterard. no othar commands are needed as in the
normai Autornalic EQI Mode. However, it must be
noted again that when using any form of the Auto-
malic ECl Made, special consideration shoukd be
laken. The guideling prasaniad in the Automatic EQI
Mode also applies here.

4.4.2.3 Specific Rotation -Specific Priority

Specific rotation gives the user versatile capahilities
in interrupl conlrolled operations. [t serves in those
applicallons in which a spediliv Jevice s inletupl pri-
orily must be altered. As opposed to Automalic Ro-
tation which will aulomatically scl priorities after
each interrupt request is serviced, spacific rotation is
complelely user controlled. That is, the user selacls
which interrupl level is to receive the lowest or the
highast priority. This can be done during the main
program or within interrupl roulines. Two specific ro-

82370

tation commands are available 1o the user: Set Prior-
ily Command and Rotate Cn Specilic EGI Com-
rmand.

SET PRICRITY COMMAND

The Sel Priority Command allows the programmer to
assign an IRQ leval the lowest priority. All other in-

terrupl levels wilt condorm lo the Fully Nesled Mode
based on the nowly assigned low priority,

ROTATE ON SPECIFIC EQI COMMAND

The Rotate On Specific EOQl Command is literally a
combinaticn ol the Set Priority Command and the
Specific EQl Command. Like the Set Friority Com-
mand, a specified IRQ levelis assigned lowest priori-
ty. Like the Specific EOl Command, a specified level
will be resel in the ISR. Thus, this commangd accom-
plishas both tasks in ene single command.

4,4,2.4 Interrupt Priority Mode Summary

In order lo simplify understanding the many modes
of interrupl priority, Table 4-2 is provided to bring aut
their summary of operations.

4 43 INTFRRIIPT MASKING

VIA INTERRUPT MASK REGISTER

Each bank in the 82370 PIC has an Inlerrupt Mask
Register {IMR} which enhances interrupt control ca-

_:I_'_able 4.2, Intarrupt Prionty Moda Summary

Interrupt

Priority gﬂ :::g‘:;‘
Mode

Etfect On Priority Atter QI

Non-Specific/Automatic Specific |

" Fully-Nesled Mode IRQQ ¢ - Highesl Priorily

IRGY # - Lowest Priority

NG change in priority.

Nol Applicable.
Hiohcst ISR bit is reset,

| Aulomatic Rolation
{Equal Priority Davices}

Inlerrupt level just
sorviced is tho lowosl
priority.

Other priorities rotatc to
conform to Fully-MNested
hMode.

Highest ISR bil is reset
and tha carrespanding
leval becomes the lowest
priarity,

Not Applicable.

Specific Rotatian
(Specilic Pricrily Devices)

User specifies the

lowesl priorily level,

Other prioritios rotatc 1o
conform o Fully-MNesled
Moda.

MNol Applicab.l.é. .

As described under
“Operation Summary". |
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pabilities. This IMR allows individual 1RQ masking.
when an IRQ is masked, its inlsrupt reguest is dis
abled uniii it is unmaskad. Each bit in the B-bit IMR
disables one inlerrupt channel if it is set (HIGH). Bit
0 masks IRQQ, Bit 1 masks IRQY and so forth.
Masking an IRQ channel will anly disable the corre-

sponding channel and does not affect the others'
operations.

The IMR acts only an the oulput of the IRR. That is,
il an interrupt occurs while its IMR hit is set, this
request is not “forgotten’. Even with an IRQ input
masked, il is st possible to sel lhe IRH, Therefore,
whan tha IMR bit is reset, an intarrupt reguest 1o the
80376 will lhan be generated, providing 1hat the IRQ
request remains aclive. Il the IRQ requesl is re-

maved before the IMR s reset, the Default Interrupt
Vactor (Rank A, loval 7Y will ke ganarsted diring the
interrupt acknowledge cycla.

SPECIAL MASK MODE

In the Fully Nested Mode, all IRQ levels of lower
priority than the routing in service are inhibited. How-
aver, in same applications, it may be desirable 10 lot
a lower prigrity interrupt requesl to inlerrupt the rou-
tine in service. One melhod to achieve this is by
using lhe Special Mask Mode. Working in conjunc-
tion with the M, the Spocial Maslk Mode anabloc
interrupts fram all levels except the level in scrvice,
This is ustally done inside an tnterrupt service rou-
tine by masking the level thal is in service and then
issuing the Special Mask Mode Command. Once the
Special Mask Mode is enabled, it remains in effect
until it is disabled.

4.4.4 EDGE OR LEVEL INTERRUPT
TRIGGERING

Each bank in the 82370 PIC can be programmed
independently tor either edge or levet sensing for the

82370
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interrupt reguest signals. Recail that all IRQ inputs
are active LOW. Therefare, in the atdge Iriggered
made, an active edge is defined as an inpul tran-
silion from an inactive (HIGH} to active (LOW) state.
The interrupt input may remain aclive wilthout gener-
ating anoiher interrupt. During level triggered mede,
an interrupl requesl will be recognized by an active
{LOW) input, and there is no need for edge detec-
tion. However, the interrupl request must be re-
moved before the EQl Command is issued, or lhe
80376 must be disabled lo prevent a second false
interrupt from Qcourring.

In gither modes, tha intorrupl regquasl input must be
active (LOW) during the first INTA cycle in urder to
be rocognized. Otherwise, the Default Interrupt Vec-
1or will be generated al level 7 of Bank A,

4.4.5 INTERRUPT CASCADING

As mentioned previously, the 82370 allows for exter-
nal Slave interrupl controllers 1o be cascaded to any
ol its external irlerrupt request pins. The 82370 PIC
indicates that an exicrnal Slave Coniroller is to be
serviced by putting the contents of the Vector Regis-
ter associaled with the particular request on the
B0376 Data Bus during the first INTA cycle {instead
of O0H during a non-slave service). The cxternal log-
ic should latch the vaclar on he Liala Bus using the
INTA slalus signals and use it 10 select the external
Slave Cantrolicr to be serviced (see Figure 4-5), The
sclected Slave will lhen respond to the sccond INTA
cycle and place its vectar on the Dala Bus, This
mathod reguires that if oxternal Slave Conlrofiers
are used in the system, no vector should be pro-
grammed to 00H.

Singe the external Slave Cascade Address is provid-
cd onthe Data Bus during INTA cycle *, an exlernal
latch is required to capture this address for the Slave

Controller. A simple scheme is depicled in Figure
4-5 helow.

Bo-7)

DATA BUS

POSITIVE
EDGE
MASTER/SLAYE
FLIP-FLOP CAS{0 =7}
IN QUT H—» TO SLAVE
5259
CLK

INTAH
(FROM BUS CONTROLLER)

NS

LATCH HERE
M BA-R

Figure 4-5. Slave Cascade Address Capturing
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4.4.5.1 Special Fully Nested Mode

This mode will be used where cascading is em-
pleyed and the priorily is 10 be conserved within
sach Slave Contraller, The Special Fully Nesled
Mode is similar to lhe “regular” Fully Nested Mode
with the lallowing exceptinns:

— When an interrupl requesl from a Slave Control-
ler is in service. this Slave Contreller is nol
locked out from the Masler's priority logic. Fur-
ther imlerrupt requests from the higher priority
lagic within the Slave Controller will be recog-
nized by the 82370 PIC and will initiate interrupts
to lhe 80376. In comparing 10 Lhe “regular” Fully
Nasied Mode, the Slave Conlroller is masked out
when its reguest is in service and no higher ra-
quests from the same Slave Controller can be
serviced.

— Before exiting lhe interrupt service rouline, the
software has lo check whather the interrupt sery-
iced was the only reguest from the Slave Con-
troller. This is done by sending a Norn-Specific
EC| Command o lhe Slave Gonlroller and lhen
reading its In Service Register, I there are no
requesls in the Stave Contrallar, a Non-Specific
EGI can be sent to the corresponding 82370 PIC
bank alsc. Otherwise, no EQI should be sent.

4.4.6 READING INTERRUPT STATUS

The 82370 PIC provides several ways 10 read differ-
enl status of each inlerrupt bank for more flaxible
interrupl control operalions. These include poliing
the highest priority pending imterrupt request and
reading the cantents of different interrupt stalus reg-
isters.

4.4.6.1 Poll Command

The 82370 FIC supports slatus poling operalions
with the Poll Command. In a Pol Command, the
pending interrupl request with the highesl priarity
can be delermined. To use this command, tha INT
WUILLUL L TIGL WU, O 1 GQATG U |3 Uisauiwd,
Service 10 devices is achieved by sollware using the
Poll Comrmand.

¥ INTEL CORPORATION. 1994
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This mode is useful il there is & routine commanad
momman 1o several levels so that the INTA se-
quence is nol needed. Anolher applicalion is to use
the Foll Command 1o expand the number of prigrity
levels.

Naotice that tho |CW?2 mechanism is nol supported
for the Poll Command. However, il the Pall Com-
mand is used, lhe programmable Vector Registers
are of no concern since no INTA cycle will be gener-
ated.

4.4.6.2 Reading Interrupt Registers

The contents of each interrupl register (IR, 1SR,
and IMR) can be read 10 update the user's program
an the present slatus of the 82370 FIC. This can be
a versatle 1o0! In the declsiun making prucess ul a
sarvice routing, giving lhe user more contrel over
interrupt operations.

The reading of the IRR and 1SR contents can be
parformad via the Operation Control Word 3 by us-
ing a Read Status Register Command and the con-
tent of IMB can be read via a simple read operation
of the register itsell.

4.5 Hegister Set Overview

Each bank of the 82370 PIC consists of a set of B-hit
registers to control its operatians. The address map
ol all the registers is shown in Table 4-3 below,
Sinee all three regisler sets are identical in functions,
only one set will be descrived.

Functionally, cach register sel can be divided into
five groups. They are: the four Initializalicn Com-
mand Words {(ICW's), the three Operation Controi
words (OCW's}, 1he Polifinlerrupl Heguest/In-Sery-
ice Register, the Interrupt Mask Register, and the
Vector Registers. A description of each group fol-
lOws,
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Tahle 4-3. Interrupt Controller Hegister Address Map

Adpd?'::ss Access Register Description
20H Wrile Bank B1CW1, OCW2, or QUW3
Read Bark B Poll, Request or In-Scrvice
Dtatus Negisler
21H Wrile Bank B ICW2, ICW3, ICW4, OCW1
Read Bank B Mask Register
22H Read Bank B ICW2
28H Read/Write IRQA Vector Regisior
28H Fead/Write IRQY Vector Registar
24H Read/Write Reserved
2BH Read/Write IRQ11 Vector Register
2CH Read/Write IRQ12 Vactor Register
2DH Read/Wrile IRQ13 Vector Register
2EH Read/Wrile IRQ14 Vector Register
2FH Road/Writa IRQ" 5 Voctor Register
ADH write Bank CICW1, OCW2, or OCW3
Read Bank C Poll, Request or In-Service
Status Ragistar
ATH Wrile Bank CICW2, 1CW3, 1ICW4, OCWA
Read Bank C Mask Register
AZH Read Bank C1CwW2
ABH Read/Wrile IRQ16 VYector Regisler
ASH Reads/Wrils IRCH 7 Vel Reygisler
AbH Read/Write 1R18 Vector Register
ABH Read/Write IRQ" 2 Vector Register
ACH Read/Write IRQ20 Vector Register
ADH Head /Write IRQ21 Vactlor Register
AEH Read/Writc IRQ#2 Veclor Regisler
AFH Read/Wrile IRQ23 Vector Register
A0H Write Bank A ICW1, OCW2, or OCW3
Read Bank A Poll, Request or In-Service
Stahs Register
3'H Write Bank A ICW2, ICW3, ICW4, OCWA
FRead Bank A Mask Regisler
REL] Read Bank ICW2
38H Read/Write 1RQ0 Vector Register
2211 Moad/Yritc INQ1 Veolor Mogiotar
AAH Read/Wrile 1RQ1.5 Vector Regisler
3BH Read/Write IRQ3 Vaclor Ragister
3CH Read/Write IRC4 Vector Register
30H Read/Write Reserved
3EH Resad /Wrile: Ruservaed
3FH Read/Writc

IRQ7 Vector Register

£ INTFEL CORPORATION, 1994
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4.5.1 INITIALIZATION COMMAND WORDS (ICW)

Bedore normal aperation can begin, the 82370 FIC
musl be brought to a known state. There are four
8-bit Inilialization Command Words in each interrupl
bank to setup the necessary condilions and modes

for proper operafion. Except for the second com-
mand word {{CW2) which is a read/wnte ragister, the

other three are write-only registers. Without going
inlo delail of the bit definitions of the command
words, 1he following subsections give a briel de-

scription of whal functions each command word
cantrols.

1CwWi1

The 1CW1 has threa major functions, They are;
. Te salect botwoeon the twa RO ingil Irigoering
mades (edge- or laevel-lriggerad);

— To designale whether or not the interrupl bank is
10 be used alone or in the cascade mode. 1 Lhe
cascade mode is desired, the interrupt bank will
accept IOWD Tor hnthwer cascade maode program-
ming. Ctherwise, no ICW3 will be accepted,

— Todetermine whether or not ICW4 will be issued.
that is, if any of the ICW4 operalions are to be
used.

1C\W2

ICW2 is provided for compatibility with the 820584
only. lls conlents do not affect the operation of ihe
intarrupl bank in any way. Whenever the ICW2 of
any of lhe hree banks is willen into, anirterrupl is
generaled from bank A al level 1.5, The intarrupt
reguest will be cleared aftor the ICW2 ragisier has
been read by the BO376. The user is expected to
program the correspanding vector register or 1o use
it as an indicator that an atlempt was made Lo aller
the conlenis. Noie that each 1ICW?2 register has dil-
ferent addressas for read and wrile operations.

1CW3

ine Imerrupl Dank will only accopt an 1ywa 1 pro-
grammed in the external cascade mode (as indicat-
ad in ICW1), ICW3 is used for specilic programming
within the cascade mode. The bils in ICW3 indicate
which interrupt request inpuls have a Slave cascad-
ad 10 tham This will subsequently affect tha intar.
rupt vector gencralion during the inlerrupt acknowl-
edge cycles as described previously.

EOINTEL CORPCRATION, 1994
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1CW4

The 1CW4 is accepted only if it was selecled in
|CW1. This command word register serves lwo func-
tions:

— To select either the Automatic EOl made or solt-
ware ECl mode;

— To select if the Special Nested mode is 10 be
used in conjunction with the cascade mode,

4.5.2 OPERATION CONTROL WORDS (OCW)

Once initialized by the |CW's, the inlerrupt banks will
be aperating in the Fully Nesled Mode by delaull
and lhey arc ready to accept interrupl requests.
However, the operations of each interrupl bank can
be further controlled ¢r modilicd by the wuse of
OCW's. Throe OCW's are available for programming
various modes and commands. Mate that all OCwW's
are 8-bil write-only regislars.

The mades and operations controlled by the OCW's
are.

— Fuilly Nested Mode;

— Retaling Priority Mode;
— Special Mask Mode,

— Mol Mode;

— EQI Commands;

— Read Status Commands,

ocwi

OCW1 is used solely for masking operations. Il pro-
vides a direct link to the Internal Mask Register
{IMR}. The 80376 can writc to this OCW register to
enable or disable the inlarrupt inpuls. Reading the
pre-programmed mask can he done via the Interript
Mask Ragister which will be discusscd shorlly.

oCcw2

OCW2 is used to sclect End-Of-Interrupt, Automatic
HFrorly Hotaton, and Specilic Friernly Holaucn oper-
ations. Associated cormmands and rmodes of lhese
operalions are selecled using the dilferent combina-
tions of bits in OOW2.

Specilically, the OCW?2 is usad to:

— Designate an interrupt level (3-7) to be used to
resel a specific 1S1I bit or to sel a apecilic prion-
ty. This funclion can be enabled or disabled:

— Select which soflware ECI caommand (if any) is to
be exoculed (e Non-Specilic o Speciflic EOI),

— Enable one of the priority rolation oparalions §.e.
Rotate On Non-Specitic EOI, Rotate On Auto-
matic EQI, ar Rotale On Specific EOI).
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OCW3

There are three main cataegories ol operation that
OCWA conliols. They are summarized as follows:

— To sclect and execule the Read Status Register
Commands, eilher reading the Inlerrupl Regquest
Regisen (AR woihe -3 vive Auyister 100},

— Toissue lhe Poll Command. The Polt Command
will override a Read Register Command if both
functions are enabled simulaneously,

— To set or reset lhe Special Mask Mode.

4.5.3 POLL/INTERRUPT REQUEST/IN-SERVICE
STATUS REGISTER

As the name implies, this 8-bil read-only register has
multipic functions, Depending on the command 1s-
suad in lhe OCW3, the contenl of this register re-
flacis \he rosult of the command executed. For a
Fall Command, the regisier read contains the binary
code of the highest prigrity level requesting sorvice
{if any}. For a Nead IRR Command, the register con
tent will show the current pending inlerrupt re-
quast{s). Finally, for a Read ISR Command, this reg-
ister will speaity all interrupl levels which are being
serviced,

454 INTERRUPT MASK REGISTER {IMR)

Ihis is a read-only 8-bit register which, whan read,
will specily all intarrupl levals within tha samse bank
that are maskead.

4.5.5 VECTOR REGISTERS (VR)

Each interrupt request input has an B-bit read/ write
prograrmmiable vector register associaled withit. The
registers should be programmed lo conlain the inler-
rupt vector for the corresponding requast. The con-
tenls of the Vectar Regisier will be placed on the
Data Bus during the INTA cycles as dascribed previ-
ously.
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Programming tha 82370 FIC is accomplished by us-
ing two types of command words: 1CW's and
OCW's. All modes and cormmands explained in the
previous seclions are programmable using the
IMAe and OCW'2 The ICW's ara issiied from the
80376 in a sequential lormat and are usad 10 sctup
the bariks in the 82370 PIC in aninitiat state of oper-
ation. The OCW's are issued as necded to vary and
control the 82370 PIC's operalions.

4.6 Programming

Both ICW's and OCW's are senl by the 80376 lo lhe
inlerrupt banks via the Data Bus. Each bank distin-
guishes between the different ICW's and OCW's by
the 1/0 address map. the sequence they are issued
{ICW's only), and by some dedicaled bits amang the
ICWY's and OCW’s,

An example ol prograrmming lhe 82370 interrupl
controllers is given in Appendix C (Programming the
82370 Interrupt Controliers),

All thraa interrupt banks are programmed in a similar
way. Therefore, only a single bank will be describad
in the following sections.

1.6 INITIALIZATION {ICW)

Betore normal operalion can begin, each bank must
b mitialized by programming a sogucnce of two 1o
four byles wrillen inlo 1he CW's.

Figure 4-8 shows Whe inilializabdon Now for an inter-
rupt bank. Bath ICW1 and ICW2 rmusl be issuad for
any form o oparation. However, ICW3 and ICWA4 are
used only if designated in ICW1, Once initialized, if
any programming changes within the ICW's are o
be made. the entire ICW scguence must be repro-
gramrmed, not just an individual [CW.

Nele Lhat aithough the ICW2's in the 82370 PIC do
not effect the Bank's operation, they still musl be
pragrammed in order 10 prescrve the compatibility
with the 82U58A. 1 he contents pragrammed are not
relevant to the overall operations of the interrupt
banks. Also, whenever one of the three ICW2's is
programmed, an inlerrupt level 1.5 in Bank A will be
generaled. This interrdpl request will be cleared
npon reading of the ICW?2 rogistors. Since the throe
ICW2's share the same inlerrupt level and the sys-
term may not know Lhe crigin of 1he interrupt, all threa
ICW2's must be read.

EINTEL GOHPOMATION, 19594
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DISABLE INTERRLP™

PROGRAM VECIOR(S)

]

1%

ICwW3

MO [C4=0)

TE3 (1G4 =1

EMAALE NTERRUPT
|

READT Yo ACCEPT
, INTERSLFT REQUESTS

HOW2 veclor address must be programmed now.

Hher veotor addreseos may be programmed wia [TWa interrupt service routine.

{ICW2 INTERRUPT GESFRATED) i

LTO SET 817 'DP FCR INTERNAL CASCADE
EANE, QR EXTERNAL CASCADE MODL.}

REAT 1CW2 REGISTERS FOR AlL HANKE,
AFTER ALL 3AMYS ARE INITIALLLED,

24016453

Figure 4-6. Initialization Sequence

Cerlain internal sctup condilions occur automalically
within the interrupt bank after the first ICW (ICW1)
has beegn issued. These are:

The edge sensilive circuit is resel, which means
that following initialization, an interrupt regues!
input musl make a HIGH-to-LOW transition 10
generala an interrupl;

The Interrupt Mask Register {IMR) is cleared;
that is, all interrupl inputs are anabled,

IRQY input of cach bank is assigned priority 7
{lowesl);

Speacial Mask Mode is clearad and Status Read
is et 1o IRR;

I no 1ICW4 is needed, then no Automatic-EQI is
sclocled.

& INTELCORPORATION. 1994

4.6.2 VECTOR REGISTERS (VR)

Each intoirupt reguost inpuI has a separalc vector
Register. These Vector Registers are used o stare
the pre-programmed veclor number corresponding
1o their inlerrupt sources. Inorder to guarantee prop-
er inlerrupt handling, all Vector Registers must be

prograrmmand with the proadsfinad wasdore niimhbare
Since an interrupt request will be generated whanev-
er an ICW2 is wrillen during lhe initialization se-
quaence, it is important thal the Vector Register of
IRCH.5 in Bank A should be inilialized and Lhe inter-
rupt servige routing of this vector is set up before the
ICW's are written.

B9
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4.6.3 OPERATION CONTRCL WORDS {OCW)

After the ICW's are programmaed, the operations of
each interrupt controller bank can be changed by
writing inla the OCW's as explained before. There is
no special programrming sequence required for the
DCW’s. Any OCW may be written at anv time in aor-
der 10 change Ihe mode of or 1o perform certain op-
eralions on Lhe interrupt banks.

4.6.3.71 FAead Status and Poll Commands {OCW3)

Since the reading of IBR and ISR slalus as well as
the result of a Foll Command are availablc en the
same read-only Status Rogister, a special Read
Status/Poll Command must be issued before the
Poll/ Interrupt Request/In-Service Slalus Regisier is
read. | is command can be specliied by wriing the
required control werd into OCW3. As mentioned ear-
lier, i Dath the Poll Command &and the Status Read
Command are enabled simultancously, the Poll
Command will pverride the Status Read. That is, al-
ter tha enmrmand axarution, tha Stalus Reagisler will
contain the resull of the Foll Command.

4.7 Register Bit Definition

INITIALIZATION COMMAND WORD | (1CW 1)

intal.

Nole that for reading IRR and ISR, there is nc need
lo issue a Read Slalus Cornrmand to the OCW3 ev-
ary time the IR or ISR is to be read. Once a Read
Status Command is roceived by the interrupl bank, it
“remembers” which register is selected. However,
this is not true when the Poll Command is used.

In the Poll Command, after the OCW3 is written, the
82370 PIC Ireats the next read o the Status Regis-
ter as an inlerrupt acknowledge. This will set the ap-
propriate 1S bit it there is a request and read the

priority level. Interrupl Request input status ramains
unchanged from the Poll Command to the Status
Read.

|n addition 1o lhe above read commands, the Inter-
rupt Mask Register (IMR) can also be read. When
read, this register reflects the contents of the pre-
programmed OCW 1 which contains inlormation on
which interrupl requesi(s) is{are) currently disabled.

oy D& D3 N4 D3

IENENESEE AR R

0 = EDGE TRIGGERED
1 = LE¥EL TRIGGERED

0 = HO WCw4 NEEGED

02 o1 [E]
1 = ICW4 NEEDED |
|

0 = EXTERNAL CASCADE

(ICW3 NEEDED)

1 = NQ EXTERNAL CASCADE

{ICW3 NOT NELDLD} i
250164 -64

INITIALIZATION COMMAND WORD 2 (ICW2)

losJosfos Joalosjoz] o] o]

CONTEMT IS MOT RELEYANT TO THE ACTUAL
OPERATICN OF THE BaMkK BUT CAN BE READ
BY THE INTERRUFT SERVICE RQUTINE TO
DETERMINE WHERE THE INTERRUFT YECTORS
OIF FAMH HANK START

260164 55
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INITIALIZATION COMMAND WORD 3 (ICW3)

ICW3 for Bank A:

—
L7 ©O6 D5 D4 D3 Dz 01 DO
[eTolo]olss[sz]e]o]
@ - ND SLAVE CASCADH TO BANK &
} = THERE IS & SLAVE CASCADED
¥ /IROIA PIN
TO TOUTZ ¥ /IRDE 0016466
1ICW3 for Bank B:
o7 (235 uz 4 03 1z o1 oo
BB EE [s12]s11]se]ss | o]
L3 0 - NO CASCADED REQUEST TO iRON
1 = "HERE 5 A CASCADED REQUEST
CONNECTED TO iRUN (LE. THE
CORRESPONEING INTERRUPT
AFQUEST INPUTS) 290164 67
ICW3 for Bank C:
D7 D6 D5 D4 O3 D2 D1 OO
[s23]s22[sz1]s20[s19]s18]z17] 516
L » 0 — NO CASCADED REQUEST 10 IRQN
1 = THERE 15 A CASCADED REQUEST
NNECTED TO IRGN
CONKECTE Q —

INITIALIZATION COMMAND WORD 4 (ICW4)

D7 g} (L] 04 D3 D2 1 co

IOIO[O’SFNM’XIXI&]OIIX'

» 0= NORMAL EQI
1 = AUTOMATIC EOI

» O=NOT SFECIAL FULLY NESTED MCDE
L
1=

= SPECIAL FULLY NESTED MODE 20016458

£ INTEL CORPONATION, 1894
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OPERATION CONTROL WORD 1 (_OC‘WI]

ny a3 nh N4 N3 nz 1} 3¢

‘ ImlueluslmlusluzlM1|Mn|

“ CTTTT T
n

» Wi =1 MASK SEI {INTERRUPT DISABLLD}
Wi =0 MASK RESET (INTERRUPT EMABLELY

291164 60

OPEHRATION CONTROL WORD 2 (QCW2)

o7 D& 05 D4 D3 b2 oy

w
-

I EQY

1 NON-SPECIFIC E0I COMMAND
1 SPECIFIC EOI COMMAND

1 ROTATL ON NON-SPECIFIC EQ)
0 HOTATE ON AUTO-EQI MODE gsu)
0 ROTAIL ON AUTQ—EQI WODE

1

o
[+]

O O = QD dfem—

SET PRIORITY {L2-L0 USED}
NO QFERATION

CLEAR)
ROTATE QN SPECIFIC FOI {L2-L0 USED)

ll L 1 |

INTERRUFT tEVEL
TO BE ACTLD UFON

290164 G
OPERATION CONTROL WORD 3 {DCW3)
, o7 D6 DS D4 03 bz DI pa
I D | ESHM | S l 0 I 1 ] P | RR | RIS I
ESMM SMM [;RR RIS

i o] o NO ACTION [+] +] NG ACTION
| O 1 MO ACTION 1= POLL COMMAND 8 1 HO ACTION

1 O RESET SPECIAL MASK (1= NO POIL COMMAND 1 O HEAD IR REG.

1 1 S3ET SPECIAL MASH 1 1 READ IS REG.
I 200164 -62

ESMM — Enable Special Mask Mode. When this bit is st to 1, it cnables the SMM bit to sct or resat the

Special Mask Mode. When this bil is set ta 0, SMM hit becomas don'l care.

SMM  — Special Mask Mode, [l ESMM — 1 and SMM - 1, the interrupt controller hank will enter Special Mask
Mode. If ESMM— 1 and SMM — 0, the bank will revert to normal mask mode. When ESMM =0, SMM
has no ellect.

72
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POLL/INTERRUPT REQUEST/IN-SERVICE STATUS REGISTER

Paolt Command Status

F— D7 ne ul:] D4 03 02 D1 DO j
‘ [T Tx [ [ x %[ w ][] |

‘ BINARY CODF OF

THE HIGHEST PRIORITY
LE¥LL REQUESTING

L—— 0 — NG PENDING INTERRUPT
1 = PENGING iNTERRUPT

: 29016463
L .
Interrupt Request Status
.
DY D5 D5 Dé DI Dz D1 DO
[

[ra7 Troe [ iras Jiraa Jiraea | ka2 | irat | Rac |

IF IRQ BIT 15: O = NO REQUEST

. 1 = REQUEST PENDING s 16432

NOTE:

Although all Interrupt Peguest inputs are active LOW, the ntarnal logical witl invert the state of the pins so that when there
is a pending intoript 1egquest at the input. the coresponding 1RO bil will be set to HIGH in the Intorrupl Request Status
register.

In-Service Status

D7 D6 D5 D4 D3 G2 DI DO
|57 [1s6 [ 185 [ 154 [ 153 [1s2 | 1s1 fiso |
IF IS BIT IS: © ~ NOT IN-SERYICE
1 - REQUEST IS IN-SERVICE
-85
VECTOR REGISTER {VR)
ID?lelnslmlmlozlmlwl ‘
I l |
8-BIT VECTOR NUMBER 20016468 ‘

73
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Table 4-4. Register Operational Summary

Opera‘tio‘nal Command Bits
Description Words
Fully Nested Mode OCW-Detaull
MNon-specific 0l Command orwe2 EQI
Opesific COI Gommand oW CL,EDI,LE L2
Automatic EOl Mode ICW | 1ICW4 1C4, AECI
Rolale On Non-Specific oCw?2 EOI
ECI Command
Rotate On Automaltic OoCw?2 R, SL, EQL
EQI Made
Set Frivrity Command OCw2 Lo-L2
Hotale On Specific OCw?2 R, SL, EQI
ECQI Command
Interrupt Mask Register OCwWH MO-M7
Spevial Mask Mo QOW0 COMM, S
Lavel Triggered Mode 1CW1 LTIM
Edge Triggered Mode ICW1 LTIM
Read Register Command, 1RR OCW3 RRE, RI3
Read Regisler Command, ISR OCW3 RR, /1S
Read IMA IMR MO=M7
Poll Comrmand ocw3 F
. Special Fully Nested Made 1IOW*, 1ICW4 1S4, SFNM

4.8 Register Operational Summary

For ease ol ralerence, Table 4-4 gives a summary of
the differert operating modes and commands with
their corrasponding regislers.

5.0 PROGRAMMABLE INTERVAL
TIMER

51 Functional Description

The 82370 contains four independently Programma-
ble Interval Timers: Timer 0-3. All four timers are
functionally compatible to the Into) 82C54, The first

three timers (Timer 0-2) have specific functions.
Thie fuman iy e, Tineg 3, iz o geoal pungoses line,

Table 5-1 depicls the funclions of each timer. A brief
dascription of each timer’s function follows.

Table 5-1. Programmable
Interval Timer Functions

Timer|

Cutput Function

0 ‘IRQ8 Event Basad IRQ8 Generator
1 TOUT*/REF# [Gen. Purpose/DRAM
Refrash Req.
2 [TOUT2/IRQ3+ |Gen. Furpose/Speaker
Qul/IRGI#
Gen. Furpose/IRQ0
Genorator

1 (TOUT3#

74

TIMER 0—Event Based Interrupt Request 8
Generator

Timer § is intended to be used as an Event Counter,
The output of this limer will generale an [nterrupt
Request 8 {IRCIBY upon a rising edge of the timer
cutput (TOUTOY. Mormally, this timer is used to im-
plement a time-of-day clock or syslem tick. The Tim-
er 0 output is not available as an externai signal.

TIMER 1 —General Purpose/DRAM Refresh
Request

The output of Timer 1, TOUT1, can be used as a
general purpose timer or as a DRAM Refresh Re-
quest signal. The rising edge of this oulput creates a
DRAM refresh request 10 the 82370 DRAM Refresh

Cuntewllar, Wpunigael, Uie Aohesl Aoyueast Tuiie-
fion is disabled, and the outpul pin is the Timer *
autput.

TIMER 2—General Purpose/Speaker Out/IRQ3 #

The Timer 2 oulput, TOUT2 4, could be used 10 sup-
port lone generation to an exlernal speaker. This pin
is a hidirectional signal. When used as an input, a
logic LOW asserled at this pin will generate an Intor-

rupt Request 3 (IRQ3+) (see Programmable Inter-
rupt Cuntruller).

EANTE L GOHPOHRATION, 1994
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INtal.
DAlA BUFFER ouTa £0GE IRQB
- —— b > | I
& * + * COUNTER DETECTOR {INTERNAL}
8- BT LoGic
INTERMAL BUS [
) i ourt ECGL REFRESH
+ - COUNTER 1 7| DETECTOR "] CONTROLLER
[+ TREF§
LUMERUL 2-T10-1
GATE »  WORD T';EUFT*’: ot M b erourt/rers
REGISTER | MO et
] REF ENABLE
OPEN COLLECIOR {INTERNAL}
our z =
< +—F  COUNTER2 TouTZ#/IRGZY
[y
TO IRQ3Y {INTERNAL)
.| wowtRoL AP N ouT3 EDGE !fO0
P WORD + + » COUNTER 3 DETECTOR {INTERNAL)
REGISTER H %
;Do—ﬂoursy
CLKIN
SON1ARA-R?

Figure 5-1. Biock Diagram of Programmable Interval Timer

TIMER 3—General Purpose/Interrupt Request 0
Generator

The oulput of Timer 3 is fed to an edge deleclor and
generatas an Intarrupl Reguasl O (IRQ0} in the
82370. The inverled aulput of Lhis timer (TOUT3#)
is also available as an external signal for general
purpose Use.

5.1.1 INTEANAL ARCHITECTURE

The functional block diagram aof the Programmable
Inferval Timer seclion is shown in Figure 5-1. Follow-
ing is a descriplion of cach block,

DATA BUFFER & READ/WRITE LOGIC

This part of the Frogrammable Interval Timer is uscd
toinlertaca tha tour limers 10 the 82370 Imarnal bus.
The Data Bufter is for transferring commands and
data belwoen the 8-bit internal bus and the timaors.

O INTEL CORPORATION, 1584

The Read/Write Logic accepts inputs from the inter-
nal bus and gensrales signals te cantrol other func-
licral blocks within the imer seclion,

CONTROL WORD REGISTERS V & I

The Contral Word Regisiers arc write-only registers
They are used 10 contrel the opearating modes of the
timers. Control Word Register | cantrols Timers @, 1
and 2, and Contro! Word Regisler Il controls Timer
3. Delaited description of the Control Word Regis-
ters will be included in the Rogister Sot Ovorviow
section,

COUNTER 0, COUNTER 1, COUNTER 2,
COUNTER 3

Counters 0, 1, 2, and 3 are the major parts of Timers
0, 5, 2, and 3, respeclively. These lour lunctional
blocks are idenlical in operation, so only a single
counter will be described. The internal block dia-
gram of one counter is shown in Figure 5.2
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Figure 5-2. internal Block Diagram of a Counter

The four counters share a common clock input
{CLKINY, bul olherwise are fully indepandent. Each

counter is programmable to operate in a differcmt
made.

Altheugh the Canlrol Word Register is shown in the
figure, it is not part of the counler ilself. Hs pro-

grammed contenls arc used to control the opera-
lions o the counters.

The Siatus Ragister, whan latchad, contains the cur-
renl contents of the Control Werd Registor and
status of the output and Null Count Flag (see Read
Back Command}.

The Gounting Element {CE} is the actual counter. |t
i1s a 16 bil prosattable synchronous down countar.

The Oulpul Latches {OL) contain two 8-bit latches
(LM and SLLY Mormally, thaco laiohoe “follow"

the cantent of the CE. OLM contains the most signif-
icant byle of the counter and CLL conlains 1he leasl
significant byle, I \he Counter Latch Command is
sent to the counter, OL will latch the present count
until read by the 80376 and then return to follow Lhe
CE. One latch at a time is enabled by the timer's
Control Logic to drive the internal bus. This is how
the 16-bit Counter communicales over the 8-bit in-
lernal bus. Neole thal CE cannot be read. Whenever
the count is read, it is ane of lhe OL's Lhat is being
read,

Whan a now count is writtan inlo tha counter, the
value will be stored in the Count Registers (CR), and
transfarred lo CE. The transfcrring of the conlenls
Irom LH's 1o Gk 1s detined as “loading”™ of 1he coun-
ter. The Count Reyisler conlains 1wo 8-bit registers:
CRM {which contains the mosl significant bytg) and
CRL {which contains the [zast significant byte). Simi-
lar to lhe CL’s, 1he Control Logic allows one register
al a time to be loaded from the A-hit inlarnal hus
However, bolh byles are transferred from the CR's
to the CE simultaneously, Both CR's are clearcd
whan the Counter is programmed. This way, if the
Counter has heen progeammed (or one byte count
feither the most significant or the least significant
hyte only}, the other byle will be zero, Note that CE
cannot be written inte directly, Whenever a count s
wrillan, it is tho CR that is boing writton,

As shown in the diagram, the Control Logic consists
ol threa signale: CLKIM, GATE, and OUT. CLIKIM

and GATE will be discussed in detail in the section
that lollows. QUT is the internal outpul of the coun-
ter. The exlernal oulputs of same limers (TOUTY are
the inverted versian af OUT {see TOUT1, TOUT2 #,
TOUT3#}). The siate of OUT depends on lhe mode
of operation ol the limer.

& INTEL COHPORATION, 18984
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5.2 Interface Signals

5.2.1 CLKIN

CLKIN is an input signal used by all four timers for
interna! liming reference. This signal can be inde-
pendent 01 INe J24/U SysIem Cluck, GLRz. 11 e
following discussion, each "CLK Pulse” is defined
as the time period betwean a rising edge and & fail-
ing edge. in that order, of CLKIN,

During lha riging edge of CLKIN, the state of (GATE
is sampled. All new counts are loaded and counters
are decrementad on the falling edge of CLKIN.

§2.2 TOUT1, TOUT2#, TOUT3+

TOUT, TOUTZ2# and TOUT3# are the external
outpul signals of Timer *, Timer 2 and Timer 3, re-
speclivaly, TOUT2# arnd TOUT3# are the inverlad
signals of their respeclive counter outpuls, OUT.
There is no exlernal culput for Timer O.

I Timer 2 is to be usad as a ione generator of a
sprakear, external buffering must ha usard 10 provide
sufficiend drive capability.

The Outpuls of Timer 2 and 8 arc dual funclion pins.
The oulput pin of Timer 2 (TOUT2#/1RC3 #), which
is a bidirectional epen-collector signal, can also be
used as intcrrupt request input. When 1he interrupt
function is enabled {through the Programmable In-
terrupt Controllery, a LOW on this input will generale
an Inlerrupt Request 3+# to the 82370 Programma-
ble Interrupt Cantraller, This pin has a weak internal
pull-up resistor. To usc the IRQ3 # function, Timer 2
should be programmed so that OUT2 is LOW. Addi-
tionally, OUT3 of Timer J is connected to an edge
detector which will generale an lrterrupl Reguesl O
[IRQD) to the 82370 after the rising edge of OUT3
{see Figure 3-1).

5.2.3 GATE

GATE is not an externally controllable signal. Rath-
er, it can be sollware controlled with the Internal
Control Port. The state of GATE is always sampled
on the rising edge of CLKIN. Depending on the
mode of operation, GATE is usad to enabile/disable
counting or lrigger the starl of an operation,

For Timer 0 and 1, GATE is always enabled {HIGH}).
For Timer 2 and 3, GATE is connectad to Bit 0 and
8, rospoctively, of an Internal Contral Port (at ad-
Urgns 61H) ul the 82370, Aller a hardware resel, Ui
state of GATE of Timer 2 and 3 is disabled {LOW)}.

£ INTEL CORPORATIOM, 1994
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5.3 Modes of Operation

Each timer can be indapandantly programmed 1o
operate in one ol six different modes. Timers are
programmed Dy writing a Control Word into the Con-
trol Word Regisler follawed by an Inilial Count (see
Programming).

The Iollowing are defined for use in describing the
different modes of oparation.

CLK Pulse— A rising edge, then a falling edge, in
that arder, of CLKIN.

Trigger— A rising cdge of a timer's GATE inputl.
Timer/Counter Loading— The transfer of a count

from Count Regisler
{CR) to Count Element
(CE}.

5.3.1 MODE 0-INTERRUPT ON TERMINAL
COUNT

Mode 0 is typically used for event counting. Aller the
Contral Word is wrtten, QUT is initially LOW, and will
remain LOW unti! the counter reachies zers, OUT
then gocs HIGH and remains HIGH unlil a new
counl or @ new Moadc 0 Control Word is wrillen inlo
the counter.

In this mode, GATE —HIGH cnables counting,
GATE — LOW disables counling. Howevar, GATE
has na effect on OUT

Aller the Conirol Word and initial count are writtcn to
a timer, the initial count will be loaded on the next
CLK pulse. This CLX pulse does not decrement the
count, se for an initial count of N, QUT does not go
HIGH until N~ 1 CLK pulses atter the initial count is
written.

If a new count is written to the timer, it will be loaded
on lhe next CLK pulse and counting will continue
from the new count. H a two-byte count is written,
the following happens:

1. Writing the: first byle disables counting, OUT is sed
LOW immedialely (i.e. no CLK pulse required).

2. Writing the sacond bylc allows the new count to
be loaded on the next CLK pulse.

This allows the counting sequence lo be synchroniz-

cd by software. Again, OUT does not go HIGH until
N+ 1 CLK pulses after the new count of M is writtan.
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NOTES:
The following conventions apply to all mode timing diagrams.
1. Counters are programmed for binary {nat BCOY counting and For reading/writing least significant byte {LSB) only.

2. The counter s always selected (CS# always low).

2. CW gtande for "Contral Ward™; CW = 10 moans a control word of 10, Hax ie writtan ko the countor.
4. LSB stands far "Least significant byte” of count.

5. Numbers below diagrames are count values.

The lower number i the feast significant byle. )
The upper number is the most sgnificant byte, Since the counter is programmed Yo read/writa LSB only, the most
significant byte cannot be read.

M otanda far an undofincd sournd

Yertical lines show transilions between count values.

Figure 5-3. Mode 0

It an inilial count is wrillen while GATE is LOW, the
counter will be Inaded on tho next CLK pulss. Whoen
GATE goss HIGH, OUT will go HIGH N CLK pulses
later; no CLK pulse is needed 1o load the counler as
this has already been done.

5.3.2 MODE 1-GATE RETRIGGERABLE
ONE-SHOT

in this mode, OUT will be initially HIGH, OUT will go
LOW an the CLK pulsc follewing a trigger o starl the

78

one-shot operation, The OUT signal will then remain
LOW until the timer reachos zero. At this paint, OUT

will stay HIGH untit the next trigger comes in. Since
the siale of GATE signals of Timer 0 and 1 are inter-
nally set 1o HIGH.

Afler wriling 1he Control Word and initial count, the
limer is considered “armed”. A lrigger results in
leading 1he timer and selling OUT LOW on the next
CLK pulse. Therefere, aninitial count of N will resull
in a one-shot pulse width of N CLK cycles. Note

& INTEL CORPORATION, 1664
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Figure 5-4. Mode t

lhat thas one-shot operationis retriggerable; e QUT
will rarmain LOW for N CLK pulses aller avery trigger.

The one-shot operation can be repeated without re-
wriling the same count inlo the limer.

I{ a new counl is written to the timer during a one-
shot operalion, the current one-shol pulse width will
nol be affected until the timer is retriggered. This is
because loading of the new count to CE will occur
only when the one-shot is triggered.

0.3.3 MODE 2-RATE GENERATUR

This mode is a divide-by-N counter. 1L is lypically
used lo generale a Real Time Clock interrupt. GUT
will inilially be HIGH. When the initial count has dec-

EANTEL CORPORATION, 1984

remented to 1, OUT goos LOW lor one CLK pulse,
than QUT goes HIGH again, Then the timer reloads

the initial count and the process is repeated. In olher
words, this mode is periodic since the same se-
quence is repeated itsell indefinitely. For an initial

count of N, the sequence repeats every N CLK cy-
cles,

Similar 1o Mode 0, GATE =HIGH enables counling,
where GATE —LOW disables counling, 1T GATE
goes LOW during an oulput pulse (LOW), OUT is sel
HIGH immediately. A trigger (nsing odga on GATE)
will reload the timer with the inilial count on the next
CLK pulse. Then, OUT will go LOW (for one CLK
pulsel N CLK pulses alier 1he new Irigger. Thus,
GATE can be used 10 synchronize the timer.
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A GATFE transition should not occur one clock prior to terminal count.

Migure 5-5. Made £

After wriling a Contral Word and inilial counl, the
timer will be loaded on the noxt CLK pulse. OUT
goses LOW (lor one CLK pulse} N CLK pulses after
the initial count is written. This is anolher way the
timer may be synchronized by software,

Writing a new count while counting does not aftect
the curranl counling saguence because lhe new
count will not be oaded until the end of the current
couniling vyule I a bigyer is puvvivend abicn wriling &
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new counl bul before the end of the current penad,
the timer will be lpaded with the new count on the
naxt CLK pulse aiter the trigger, and counting will
conlinde wilh the new counl,

5.3.4 MCDE 3-SQUARE WAVE GENERATOR

Mode 3 is lypically used for Baud Rate generation.
Functionalty, this mode is similar lo Mado 2 excopl

FINTEI CORPCHATION, 1934
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for the duty sycle of QUT. In this mode, OUT will be
imilially HIGH. When hall of the initial counl has ex-
pirad, OUT goes low for Lhe remainder ol the count
The counting sequcnce will be repeated, lhus this
mode is also periedic. Note that an initial count of N
resulls in a square wave with a period of N CLK
pllsas.

The GATE input can be usaed to synchronize the tim-
or. GATE —HIGH cnablos counting, GATE — LOW
disables counting. Il GATE goes LOW while QUT is
LOW, CUT is set MIGH immeadiately {i.e. no CLK
pulse is required). A trigger reloads the imer with the
initial count on the next CLK pulse.

Alter writing @ Contrel Word and initial count, the
limer will be leaded on the next CLK pulse. This al-
lowrs the timar tn he seynrhranized hy software

Wriling & now count while counting does not aliect
the current counting sequence. I a trigger s re-
cover aftar wriling a now count but hefore the end
af the currenl half-cycle of the sguare wave, the tim-
er will be loaded with the new count on the next CLK
pulse and counting will continue from the new count,
Otherwise, the new count will be loaded al lhe end
of the current half-cycle.

2 INIEL CORPORATION. 1844
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There is a slight dilterence in operation depending
on whather Lhe initial count is EVEN or ODD. The
following description i8 1o show cxaclly how this
mode is implemeantad.

EVEN COUNTS:

QUT is infially HIGH. The initial count is loaded on
one CLK pulse and is decrementad by (wd on suc-
coeding CLK pulscs. When the count oxpires (decre-
rmented 10 23, OUT changes to LOW and Lhe timer is
reloaded with the initial count. The above process is
repeated indefinitely.

ODD COUNTS:

CUT is initiaity HIGH. The inilial counl minus gne
fwhich is an even number) is loaded on one CLK
pulse and is decremented by two on succeeding
CLK pulses. One CLK pulse after the counl expircs
{decrementad 1o 2), OUT goes LOW and the timer is
Ipaded with the initial coumt minus ong again. Suc-
ceading CLK puises decrement the count by two.
When the count expires, OUT gocs HIGH immedi-
ately and the timer is reloaded with the initial count
minus one. The above process is repeated indefi-
nitely. So for ODD counts, OUT will HIGH or
(N +1}/2 counts and LOW lor (N—1}/2 counts.

81
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Figure 5-6. Mode 3

5.3.5 MODE 4-INITIAL COUNT TRIGGERED
STROBE

This mode allows a strobe pulse 1o be generated by
wWriling 4 AL GOUne 1w e uimer. |II|l|i1|I§|lI TUT witl
be HIGH. When a new initial count is written into Ihe
timer, the counling sequance will begin. When the
inilial count expires {(decremented to *), OUT will go
LOW for one CLK pulse and then go HIGH again.

Again, GATE - HIGH enables counling while

GATE — LOW disables counting. GATE has no ef-
fect on QUT.

82

Aller wriling the Control Word and initial count, the
timer will be Ioaded on the next CLK pulse. This CLK
pulsa does not decrament tho count, so 1or an initial

count of N, QUT does not slrobe LOW until N—1
CLR pult}ub Aller Inldan Guuril s writer.

If a new counl is wrillen during counting, it will be

loaded in the next CLK pulse and counling will con-
tinue from the new counl.

& INTEL CORPORALION, 1994
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Figure 5-7. Mode 4

if a two-byte count is written, the following will Goour:

1. Writing lhe lirst byte has no ellect on counting,

2. Writing the second byle allows the new count 10
be loaded on the next CLK pulse.

DUT will strabe LOW N+1 CLK pulses aller the
new count of N is wrillan. Therefore, when the
slrobe pulse will occur after a trigger depends on the
value of the initial count loaded.

5.3.6 MODE 5-GATE RETRIGGERABLE
STROBE

Mode 5 is very similar 1o Mode 4 except the count
seguence is friggered by the gatc signal instead of

€ INTEL CORFORATICN, 1084

by writing an initial count. Initially, CUT will be HIGH
Counting 1s tnggered by a nsing cdge of WATE

Whan tha initial counl has expired {(decremented to
1}, OUT will go LOW lor one CLK pulse and then go
HIGH again.

Aftor leading the Condral Word and initial count, the
Count Elamant wil! nol ba loaded uniit tha CLK pulsa
alter a trigger. This CLK pulse does not decrementd
the count. Therefore, for an inilial count of N, OUT
does nol slrobe LOW unlil N —1 CLK pulses aller a
trigger.
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Figure 5-8. Mode 5

The counting seguence is retriggerable. Every lrig-
gar watl resull in lhe bmer being loaded with 1the bial
count on the next CLK pulse.

I the new count is wrillen during counting, the cur-
rent counting seguence will not be allected. f a trig-
ger accurs after the new count is written bul befare
the current count expires, the timer will be loaded
with the new count on1he naxt CLK pulse and a new
caunl sequence will slarl from there.
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5.3.7 OPERATION COMMON TO ALL MODES

5.3.7.1 GATE

The GATE input is always sampled on the rising
edge of CLKIN, In Modes 0, 2, 3 and 4, the GATC
InpUt is level sensilive. The logic [evel 1s sampled on
the rising edge of CLKIN. In Modes 1, 2, 3 and 5, the
GATE input is rising edga sensitive. In these modes,

t INTEL CORPORATION, 15954
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Summary of Gate Qperations

Modge GATE LOW or Going LOW GATE Rising HIGH
0 i Disable count No Effect Enable count
- No Effect 1. Initiate count No Ellect
2. Rasel output
aftar navl ~laek
2 1. Disable count Initiale count Enabile count
2. Sels output HIGH
i immediately
3 1. Disable count Initiate count Enable count
2. Sels oulput 1 IGH
immediately
4 Disabie count No Effect Enable count
E] ‘ No Ellect Initiate count _No Effect

a rising cdge of GATE (rigger) sets an cdge sensi-
tive flio-flop in the fimer. The flip-llop is resat imme-
dialgly after il is sampled. This way, a trigger will be
detected no maller when it occurs; i.c. a HIGH logic
level does not have to be maintainad until the next
riging edge of CLKIMN. Note lhat in Modes 2 and 3,
the GATE input is bath edge and lavel sensilive.

5.3.7.2 Counter

Mew counte are leoaded and countors are docre-
menmed on Lthe failing sdge of CLKIN. The largest
possible initial counl is &, This is equivalent to 2°*15
for binary counting and *0**4 for BCD counling.

Note that the counter does not stop when il reachas
zero, In Modas 0, 1, 4 and §, the counler ‘wraps
around' to the highast count: either FFFF Hex for
hinary counting or 89989 for BGD counting, and con-
tinues counting, Modes 2 and 3 are periodic. The
counter reloads itselt with the initial count and con-
finues counting fram thoro.

The minimurn and maximum initial count in each
counter depends on the mode of operation. They
arc summarized bolow,

Mode | Min Max
0 S 0
1 ! 1 0
2 2 o
3 z 0
! 4 i 0
5 1 0

5.4 Register Set Overview

The Programmable Interval Timer module of the
82370 contains a sel of six registers. The port ad-
dress map of these registers is shown in Table 3-2,

£ INTEL CORPORATION, 1992

Table 5-2. Timer Register Port Address Map
Port Address

Description
40H Counter 0 Register {read/write)
414 Counter 1 Register (rcad/wrile)
42H Caunter 2 Register (read/ write}
43H Control Word Register |
{Counler 0, 1 & 2) (write-only}
44H Counter 3 Regisler (read/writc)
45H Hesarvad
46H Resarvad
47H Coantrol Word Register 1l
{Counter 3) {write-only)

5.4.1 COUNTER 0, 1, 2, 3 REGISTERS

These four 8-bit registers are tunclionally identical,
Thoy are used 10 wrile 1he initial count value into the
respective limer. Also, they can be used to read the
latched count walue of a timar. Since they are B bit
registers, reading and writing of the 16-bit initial
count must follow the count format specified in the
Control Word Registers; i.c. least significant byle
anly, most significant byte only, or least significant
tvle then mosl significant bvte (see Proarammina).

5.4.2 CONTROL WORD REGISTER | & 1

There are two Control Word Regislers associated
wilh lhe Timer section. Cne of lhe two regislers
{Control Werd Register 1) is used to control the oper-
alions of Counters 0, 1 and 2 and the olher {Control
Word Register 1) is for Counter 3. The major func-
tions of both Control Word Regislors are lisled be-
low:
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— Select lhe limer to be programmed.

— Deilne which mode the: sclected limer is to opor-
ate in.

— Define Ihe count scquence; L. if the selected
timer is 10 counl as a Binary Counter or a Binary
Coded Decimal {BCD) Counter.

— Select the byte access sequence during limer
read/writc operations; i.e. least significant byle
only, most significant only, or least sigrificant
byle firsl, then most significant byte.

Also, the Gonrol Word Registers can e pro-
gramrmed to perform a Counter Latch Command or a
Read Back Command which will be described later.

h.6 Programming

5.5.1 INITIALIZATION

Upon power-up or eset, lhe state of all limers is
undelined. The mode, count valie, and oulpul of ail
timers are random. From this point on, how each
timer cperates 15 determined salely by how itis pro-
grammed. Each timer must be programmed before il
can be used. Since the culpuls of some timars can
generale interrupt signals to the 82370, all timers
ahould be initinlized to a known atate,

Counlers are programmed by writing a Conlrol Word
into lheir respeclive Conlral Word Registers. Then,
an Initial Count can be wrillen inlo the correspond-
ing Count Register. In general, the programming pro-
cadure is very flexible. Only twa conventions need to
be remembered:

1. For each times, the Contral Ward must be wrillen
before the initial count is written.

2. The 16-bit initial count must follow the count for-
mat specified in the Contrel Word (least significant
byte only, most signiticant byte only, or least signifi-
cant bylte firsl, tollowed by most significant byte).

Since the two Conliol Word Registers and the four
Counter Regislers have separate addresses, and
gach timer can be individually selected by the appro-
priate Control Ward Register, no special instructian
sequence is required, Any programming sequence
lhat lollows the conventions above is acceplable,

A now initial count may be written ta a timer at any
time without affecting the timer's programmed mode
in any way. Count sequence will be affected as de-
seribed in the Modes of Operalion saclion. Note Ihat
Ihe new counl must igllow the pregrammed count
farmat
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If a timer is previously programmed 10 read/write
two-byte counts. the 1ollowing precaulion appies. A
program must not transfer contrel helween writing
the first and second byte to anolher routine which
also writes inlo the same timer. Otherwise, the read/
wrile will result in incorrect count.

Whenever a Control Word is wntten to a imer, all
conlral logic for that limer(s) is immediately resat
fi.2. no CLK puise is required). Also, the correspond-
ing output in, TOUT#, goes to a known inilial slate.

5.5.2 READ OPERATION

Three methods are available to read the current
count as well as lhe status of cach timer. They are;
Read Counter Registers, Counter Lalch Command
and Mead Bask Command, Balow is o description of
these meolhods.

READ COUNTER REGISTERS

The current count of a timer can be read by perform-
ing a read operalion on the corresponding Counter
Reagister. The only restriction of this read operation
is lhal the CLKIN of the timers must ba inhibited by
using external logic. Otherwise, the counl may be in
the process ol changing when it is read, giving an
uidslined result. Note thal since all four limers are
sharing the same CLKIN signal, inhibiting CLKIN to
read a timer will unavoidably disable the other timers
also. This may prove to be impractical. Thereforeg, it
is suggested 1hat either the Counter Latch Corn-
mand or the Read Back Cemmand can be used to
read lhe current count of a timer.

Another alternative is 1o lemporarily disable a timer
before reading its Counter Regisler by using lhe
(GATE input. Depending on the mode of operation,
GATE =LOW will disable the counlling operadon.
However, this oplion is available on Timer 2 and 3
only, sinca the GATE signals of the other two timers
are internally enabled all the time.

COUNTFR | ATCH COMMAND

A Counter Latch Command will be executed when-
ovor a spocial Contral Word 1s written into a Control
Word Register. Two bits written into the Contral
Word Register distinguish this command from a ‘reg-
ular’ Gontrel Word (see Register Bit Definition). Alsg,
two other bils in the Control Word will selecl which
countor 1s 1o be latched.,

Upen execulion of this command, the selected
counter's Output Lateh (OL) tatches the count at the
time the Counter Latch Command is received. This

FINTEL CORPORATION, 1984
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count is held in the latch until it is read by the 803786,
or uniil the timer is repregrarumed. The count is Lhen
unlatched autamatically and the OL returns Lo “fal-
lowing” the Counting Element (CE). This allows
reacing the contents of the counters “on the fiy"
without aflecling counting in progress. Multipie
Counter Lalch Commands mav be used to laich
more than one counter. Each lalched count is held
until it is read. Counlter Latch Commands do not af-
joct ihe programmed mode of the Limer in any way.

Il & counter is latched, and at some lime later, it is
latched agaln botore the prion lawhed count is read,
the second Counter Lalch Command isignored. The
count read will then be the count at the time Lhe first
command was issued.

In any rvenl ke Ialched cnunt must be read ac-
cording lo the programmed formal. Specifically, if
the limer is programmed [or lwo-byle counts, two
bytes must be read. However, lhe two bytos do not
have 10 he read right alier tha other. Read/ write or

programring operalions of other timers may be por-
tormed belween them.

Another fealure of Lhis Counter Latch Command is
that read and wrile operatians of the same timer
may be interleaved. For exampie, if the timer (s pro-
grammead lor twa-byla counds, tha following se-
quence is valid.

1. Read least significant byte.
2. Wrile new least significant byle.
3. Road most significant byta,
4. Write naw mosl significant byte,

& timer is programmed to read/write two-byte
counts, the following precaution applies. A pragram
must not translor conlral belween reading the firsl
and second byte 1o another routine which also reads
from thal sama timer. Olherwise, an incorrect count
will be read.

READ BACK COMMAND

The Read Back Command is another special Corn-
mand Word operation which atlows the user lo read
the current count valuc and/or the sialus of the se-
lecled timer(s). Like the Counter Latch CoOmmand,
Iwey bils in the Command Wored idenlify this as a
Read Back Command (see Regisler Bil Definition).

The Read Back Cormmand may be used to latch
rmultipie counler Qutpul Latches (OL’s) by selecting
more than one timer within a Command Word. This
single command is functionally equivalent to several
Counter Latch Commands, ane for each counter to

FANTEL GORPORATION, 1894
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be latched. Each counier's lalched count will be
held until it is reard by the 80376 or until the timer is
reprogrammed. The counter is aulomatically un-
latched whan read, bul other counters remain
lalched until they are read. If multiple Read Back
commands are issted 10 the same timer without

reading ihe count, all but the first are ignored, i.e. the
count read will correspond to the very first Kead

Back Command issued.

As mentioned previously, the Read Back Command
may alse be used to latch status information of the
selocted timer(s). When this funclion is enabled, the
stalus of a timer can ba read from the Counder Reg-
istor after the Read Back Command is issued. The
status inlormation of a timer includes the following:

1. Mode of timer:

I his allows the user 1o check the mode of opera-
tion of the limer last programrmed.

2. State of TOUT pin of the limer:

This allows lhe user to monitor the counler's oul-
put pin via software. possibly eliminaling some
hardware from a sysiem,

3. Null Gount/Count available

The Null Caunt Bit in the slalus byte indicates if
the last counl wrillen to the Count Register (CR}
has been loadad into the Counting Element (CE}.
The exact time this happcns depends on the
mode of the limer and is described in the Pro-
gramrring section. Until the count is Ipaded into
the Counting Eiement (CE), it cannot be read fram
the timer. If the count ig latched or read belorg
this occurs, the count value will not reflect the
new count just wrillen,

1t multiple siatus laich operalions of the limer{s) are
performed without reading the slatus, all but the firsl
carmmand are ignored, i.e. the status read in will cor-
respond to the first Read Back Command issued.

Both the current count and stalus of the selected
timer({s) may be latched simultancously by enabling
Both funstion? in o oingls Mooad Tach Tommand,
This is functionally the samse asissuing lwa saparate
Read Back Commands at once. Once again, if multi-
ple read commands arc issucd to latch both the
count and status of atimer, all but the firsl cammand
will be ignored.

If both count and status of a timer are latched, the
jirsl read operation of thal timer will return Lhe
latched status, regardless of which was latched first.
The next one or two (il lwo count bytes are to be
1ead) read opsiations retuin the lalchesd countl, Note
thal subseguent read operations on the Counler
Aegister will return he unlalched count flike Lhe firsl
raad method discussed).

87
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i i initi Noic that these 8-bit regislers arc for wriling and
.6 HEQISter Bit Definitions reading of one byle of lhe *6-bit court vaiue, either
COUNTER 0, 1, 2, 3 REGISTER (READ/WRITE) the most significant or the least significant byte.
| Port Address | Description | CONTROL WORD REGISTER | & Ii (WRITE-
40H | Counler ORegster read/wile) | ONLY)
A1H ‘ Countor 1 Registor {roadfwrita) i Part Address 1 Dcacription |
' 42H Counter 2 Register (read/write) f —
i 44H I Counler 3 Register [read/wrile) 434 GControl Word Register |
{Counter 0, 1, 2 {write-only)
4on Rescrved 47H Control Word Register J
l 46H i Reserved | Control Word Register i
o T — 1 | (Counter 33 (wnle—oqu)
' ID?IDSlDS[DAI[ISIl]?IDllD@I
L5 OF COUNI BYTE
KSB OF COUNTBYIE .
Conlrel Word Register | Control Word Register |l
V¥ LH]31 D5 Jé D3 D2 o 4] i n7 De DS 24 o3 0z bt Hy

I_SC1[§CQIRW1IRWDI MZ | LI | MO IBCDl ]SCI‘SCOIR\N!RWG' MZ | M1 I WO | BCDI
L L

SELECT COUNTER: 0= 16=BIT BINARY | SELECT COUNTER: 0~ 1E—BIT BINARY
00 SELECT COUNTER & COUNTER 00 SELECT GOUNTER 3 COUNTER
01 SELLCT COUNIER 1 1 =HBCC COUNTER 01 RESERYED | = BCD COUNTER
10 SLLECT COUNTER 7 {4 DE CAIJ}S) 10 RESERYED (4 DECADES)
11 READ BACK COMMAND 11 READ BACK COMMAND
FOR COUNTER 0=2 1 FOR COUNTER 3 1
MODE: WODE:
READ/WRITL: Q00 MODE Q READ,/WRITE: 000 MODE O
Q0 COUNTER LATCH COMMAND 001 MODE 1 00 COUNTER LATCH COMMAND 001 MODE 1 |
01 READ/WRITE LSB BYTE ONLY X10 MQGDE 2 01 READ/WRITE LSB BYTE OHLY X10 MOBE 2 .
10 READ/WR TE MSR RYTE GNLY %11 MODE 3 i 10 READ/WRITF MSE BYTF GHI'Y X11 MODE 35 .
11 READ/WRITE LSE, THEN MSB BYTE 100 MODE 4 ’ 11 READ/WRITE LSB, THEN MSB BYTE 100 MODE 4
; 101 MODE 5 ’ 101 WODE § -
| 200164-76 : 20016477
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COUNTER LATCH COMMAND FORMAT

(Write: to Control Word Hegisiar

.F

00 COUNTER 0 {OR 3)

; 01 COUNTER 1

10 COHINTFR 2

11 READ BAGK COMMAND

250164 -7b
READ BACK COMMAND FORMAT
{Wrile 10 Control Word Register)
07 06 Db b D3 D2 D1 0o
| 1 l 1 lcouuwlsnwsl CNTZ | CNTi |c~m/3| o I
l ‘F
0~ LATCH COUNT 0- COUNIER NOT
1= DO NOT LATCH SELECTED
COUNT 1~ CQUNTER IS
SELECIED
0= | ATCH STATUS
| = DO NOT LATCH
STATUS 240164 75
STATUS FORMAT
{Returned from Read Back Command}
nrJ e ns nd nx 0z m ™}

! rOUT INULL COUNTI Rw1 l RWD I W2 l L l MWa l Beo l

| ]

0= QUTPUT
PIHN=0
1 - OUTPUT —— (1 - COUNT AVAILAGLD b
PIN =1 FOR RLADING COUNTER

1= MULL COUNT
WODE 250164 -850

83
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6.0 WAIT STATE GENERATOR

6.1 Functional Description

The B2370 contains a programmable Wait Slate
fienaratnr which can penerale a pre-oroarammed
number of wail states during both CPU and OMA
nitiated bus cycles. This Wait Stale Generalor is ca-
pable of gencrating 1 to 8 wait slates in non-pipe-
lined mode, and 0 10 15 wait states in pipelined
made. Depending on the bus cycle type and Lhe two
Wait Stale Contral inpus (WSC 0-1), a pre-pro-
grammed number of wail slates in the selecled Wait
Siate Register will be generated.

The Wail Siale Generator can also be disabled (o
allow tho use of daviess capable of gonorating their
own READY # signals. Figure B-* is a block diagram
of the Wait Slatc Generalaor.

6.2 Interface Signals

The fallowing describes 1he inlerface signals which
affect the operation of the Wait Slale Generator.
The READY # , WSC0 and WSC1 signals are inpuls.
READYC+# is the ready oulput signal to the host

procAsanr

6.2.1 READY #

READY # is an active LOW inpul signal which indi-
cates to the 82370 the comaletion of a bus cvela. In
the Master mode {e.g. 82370 initiated DMA transfer),
lhis signal is monitored 10 determine whather a pe-
ripheral or memaory needs wail states inserted in the
current bus cycle. In the Slave mode, it is used {io-
gether with the ADS # signal) to trace CRPU bus cy-
clas o delermineg i the durrent vydle is pipelingd,

n
intal.
6.2.2 READYO#

READYO# (Ready Out#) is an active LOW outpul
signal and Is 1he output of 1he Wait Slate Generator.
The number of wait slales generated depends on
the WSC(C-*) inpuls. Nole thal special cases are

handled for_access to the 82370 imarnal reqisters
and lor the Refresh cycles. For 82370 internal regis-

tor access, READYO# will be delayed 10 take into
the command rocovery lime of the registor, One or
mare wait slales will be generated in a pipelined Cy-
cle. During refresh, the numbar of wait slales will be
delermined by the preprogrammed vaiue in lhe Re-
fresh Wait State Ragister.

In the simplcst configuration, READYG* can be
connected to lhe READY 4 input of the 82370 and
the RAMATA ORI This s howavar, ol always the
case. |1 external circuitry is lo control the READY #
inpuls as well, additional logic will be required (see
Application Issues).

6.2.2 WSC(0-1)

These two Wait Slale Contral inputs, togather with
the M/IC# inpul, select one of the three pre-pro-
grammed 8-bil Wait State Regislers which deter-
mines the number o} wail slales lo be generated.,
The most signiticam hall o1 the nree Walt State
Regislers corresponds to memory accesses, the
Ieast significant half to /0 accesses. The combina-
tion WSCI0-1) — 11 disabies the Wall State Gener-
ator.

IMTERNAL WAIT STATE
REQUIREMENT

READYO#

D7 D4 D3I [Eli]
» v
RECISTER »| MEMORY O /00
SELECT
WISCOH —»] Loale #|  WMEMORY 1 1701 |
WIS —p N '
MAOH - W »  MEMORY 2 /02 |
| (RESERVED) REFRESH ADS¢,
READYH

Figure 6-1, Wait State Generator Block Diagram

90

PROGRAMMABLE WAIT STATE
REGISTERS

200164 -81
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6.3 Bus Function

6.2.1 WAIT STATES IN NON-PIPELINED CYCLE

The timing diagram of lwo typical non-pipelined cy-
cles with 82370 generated wait slales is shown in
Fiyuie 0-2. ln this diagran, it iz asoumcd that the
intarnal registers of the 82370 are nol addressed.
During the first T2 stale of each bus cycle, the Wait
Slatlz Control and the M/10# inputs are sampled to
determing which Wait Statc Rcgister {if any) is se-
lected. It the W3C inputs are active {i.e. not both are
driven HIGH}, the pre-programmed number of wait
states corresponding to the selecled Wait State
Reagister will be requesied. This is done by driving
the READYO# oulpul HIGH during the end of each
T2 slate,

The WSC (0-1) inputs need only be valid during the
very lirst T2 state of sach non-pipelined cycle. As a
general rule, the WSC inputs are sampled on the
rising edge ol Ihe nexd clock (82384 CLK) after the
last state whon ADS# (Addross Status) is asserlad,

The number of wait states generated depends on
lhe type of bus cycle, and the number of wait states
reguested. The various cormbinations are discussed
below,

1. Access the 82370 internal registers: 2 10 5 wall
slales, depending upon the specific register ad-
dressed. Some back-to-back scquences 1o the Inter-
rupt Coniroller will require 7 wait states.

82370

2. Interrupt Acknowledge to the 82370: 5 wait states.

3. Refrash: As programmed in lhe Relfresh Wail
State Register (see Register Sel Overview}. Note
that it WCS (0-1) — 11, READYO# will stay inac-
live.

4, Other bus cycles: Uepanding on WS (U-1) and
M/1O# inpuls, thesc inputs select a Wait State Reg-
ister in which the number of wait states will be egual
to the pre-programmed wail stale count in the regis-

ter plus 1. The Wait Slate Registor sciection is de-
fined as lollows (Tablc 6-1}.

Table 6-1. Wait State Register Selection
M/IO# | WSC(0-1) |  Register Selected

] nn P WAIT RFG 0 (1/0 half)

0 a1 WAIT REG 1 {1/0 half)

0 "0 WAIT REG 2 {170 hall}

1 10 WAIT REG 0 (MEM half}

- M WAIT REG 1 (MEM hati)

1 i 10 ;. WAIT REG 2 (MEM hali)

X 11 Wail Stale Gen, Disabled !

The Wait State Control signals, WSC (0-1), can be
generated wilh the address decode and the Read/
Write control aignala as shown in Figure 6 3.

| T 2 2 T 7 T2 Tz
CLK2 M\ (
vk Y /] N/ N\
A(1-23)
W04 { 4 - A
BLEY, BHE# ! 1
WSCD =1 el Y Frzarersran )
pnsiunanes s S T 7
ADSE | \ |/
ReaDYx XOOOGOOCOOOGY |\ R \
| | i
READYOY | |/ | |
ONE WAIT STATE THO WAIT STATES
2O0164-82

Figure 6-2. Wait States in Non-Pipelined Cycles
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Address Decode ——p

w/Ri » Logic

l— WSC(0-1)

290164 -83 |

Figure 6-3. WSC {0-11 Generation

Note that during HALT and SHUTDOWN, the num-
ber of wait slates will depend on the WEC (0-1)
inputs, which will selecl the memory half of one of
the Wait Stale Registers (see CPU Reset and Shut-
down Detect).

6.3.2 WAIT STATES IN PIPELINED CYCLES

The timing diagram of two typical pipelined cycles
with §2370 generaled wall states |s shown in Figuie
6-4. Again, in this diagram, il is assumod that the
82370 internal registers are not addressed. As de-
finad in the timing ol the B0376 processor, the Ad-
dress (A1-23), Bytc Enable (BHE#, BLE#), and
ather contral signals (M/D# | ANS#) ara asserted
one T-stale carlier than in a non-pipelined cycle; i.e.
they are asserted at T2P. Similar o the non-pipe-
lined case, the Wail State Control (WSC} inpuls are
sampled in the middle of the state after the last stale
the ADS# signal is asscried. Therelore, the WSO
inpuis should be asserled during the T1P state of
cach pipglined cycle (which is one T-slate earlier
than in the nan-pipelinad cycla).

Tip
CLK2

oLk Y
A1 - 23)

]
intal.
The number of wait slates generated in a pipelined
vycle is selected ina similar manner as in the non-
pipelined case discussed in the previous section
The only differenee here is that the actual number of
wail states generated will be one less than that of

the non-pipelined cycle. This is done automatically
by the Wait State Generataor,

6.3.3 EXTENDING AND EARLY TERMINATING
BUS CYCLE

The 82470 allows oxternal logic Lo either add wait
slates or cause early tarmination of a bus cycle by
controlling the READY # input to the 82370 and the
host processor, A possible configuration is shown in
Figure 6-5.

EXIERNAL READYS !
ARLY TFRMINATION
{EanL 1oN? 52370

% HFADYTO§
EXTERMAL

NDT REACY
(CYCLE EXTONSION)

HO376

READTY

READY ¥

28016485

Figure 6-5. Exteraal ‘READY' Control Logic

12 T2p

L A0

BLE¥, BHE§

0[5

wac(o-1) <

AU
esovy | LIRRITTIZI T\
READYOH [ \

W

L/

ONE WAIT STATE

|
| |\ —
TWO WAIT STATES 20016404

92
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The EXT. RDY # (External Ready) signal of Figure 6-
5 allnws exlernal dovices to cause carly terminalion
ol a bus cyele. When Lhis signal is asserted LOW,
the output of the circuil will also go LOW (even
though the READYO# of the 82370 may siill be
HIGH}. This output is fed to the READY # input of

the 80376 and the 82370 1o indicate the completion
of the current bus cycle,

Sirmilarly, the EXT. NOT READY {External Nof
Ready) signal is used 1o delay the READY # input of
the processor and the 82370, As long as this signal
ia drivert HIGH, the output of the circuil will drive the
READY # inpul HIGH. This will offectively exiend the
duralion of a bus cycle. However, it is important to

82370

note that il the two-level logic is nol {ast enough o
salisly lhe READY # selup time, the OR gale should
he eliminated. Instead, the 82370 Wail State Gener-
ator can be disabled by driving both WSC {0-1)
HIGH. In this case, the addressed memory or /0
device should activate the exernal READY # input
whenaver it is ready to terminale the current bus
cycle.

Figures 6-8 and §-7 show tho timing relationships of
the ready signals for the early lermination and exten-
sion of the bus cycles. Seclion 6-7, Application |s-
auas, containg a detailed liming analysis ol the ax.
ternal circuit.

A(1-123)

T2 T2 T2 Tw

W/o#

Y—

" )
[
BLEN. BHE#

|
\_|

KEAUYOR | ] WAIT STATES | TWO WAIT STATES I )
250164-86 |
Figure 6 6. Early Termination of Bus Cycle By ‘READY #°
o T2 T2 12 12 Tx Tx !
Y AVAVAVAVAVAVUAVAVAVAY AVAVAVAW)
xS S N SN\
A(1 =23}
Wrop X
GLLCH, BHEY |
ADSH \ /
oranv W |/
READYCH i N\ | / .
: . !
2090164 -H7
Figure 6-7. Extending Bus Cycle by ‘READY ¢ '
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Due to the following implicalions, it should be noted
Ihal early lermination of bus cycles in which 82370
internal regislers are accessed (s not recommendad

*. Erroneous data may be read fram or written into
the addressed register.

2. The B2370 must be allowed 10 racover aither pe-
fore HLDA (Hold Acknowledge) is asserted or before
anolher bus cycle inte an 82370 internal rogisler is
initiated.

Thea recovery time, in cleck pariods, cquals tha ra-
maining wait states that were avoided plus 4.

6.4 Register Set Overview

Allogether, there are taur B-bilinternal registers as-

socialed with the Wail State Genertor. The part ad-

dress maop of those registers is shown below in Ta-

ble 6-2. A delailed description of each lollows.
Table 6-2. Register Address Map

[ Port Address | )

Description |

| 72H . Wait State Reg 0 {read/write)
73H Wait State Reg 1 {read/write)
74H Wait Statc Reg 2 {read/write}
75H Rel. Wait State Reg (road/writc) .

intgl.

Note that the Refresh Wait State Register is not se-
lected by lhe WSC inpuls. [ will automalically be
chosen whanaver a DRAM relresh cycle occurs. i
the Wait State Generalor is disabled during 1he re-
fresh cycle (WSC (0-1) = 11), READYO# will stay
inactive and the Refresh Wail Stale Register is ig-
nored.

6.5 Programming

Using the Wail Stale Generator is relalively slraight-
torward. No special programming ssguence is re-
guired. In order ta ensure the expected number of
wait states will be genarated when a register is se-
lected, the registers to be used must be pro-
grammed alter power-up by wriling the appropriate
wait slale count inlo cach register. Nole that vpon
hardware reset, al walt Stale Reglslers are Initial-
ized wilh the valug FFH, giving the maximum num-
bar of wait states possible. Also, cach register can
be read to check the wall state count previously
stored in Llhe register,

6.6 Register Bit Definition

WAIT STATE REGISTER 0, 1, 2
| Part Address

Naceription

WAIT STATE REGISTER 0, 1, 2

These three 8-bit read/wrile registers are functional-
ty identical. They are used to slore the pre-pro-
grammed wail state counl. One hall of sach register
contains the wait state count for 1/Q accesses while
the olher half contains the count 1or memory ac-
casses, The lotal number of wait states gencratcd
will depend on the type of bus cyele. For a non-pipe-
lined cyele, the actual number of wait slates request-
od is cqual to the wail state count plus 1. For a
pipelined cycle, the number of wait slales will be
equal 1o the wait state count in the selectoed registor.
Therafore, the Wail Slate Generator is capable of
generdaung | W18 wWaEl SEes N Rn-pipeiney
made, and 0 to 15 wait stales in pipelined mode.

Note thal the minimum wait stale count in each reg-
ister is 0. This is eguivalent 10 O wail siates for a
pipalined cycle and 1 wail state lor a non-pipelinad
cycle.

REFRESH WAIT STATE REGISTER

Similar 10 the Wail State Registers discussed above,
this 4-bit register is used {o store lhe number of wait
states to be generaled during a DRAM refresh cycle.

94

72H Wait Statc Register 0 (read/write) |
730 Wait State Register * (read/wrile)
74H Wait State Register 2 {read/write)

'ID7lDaloslm|D.’>inzimlnal

170 WA
STATE COUNT |

¥ MFMORY WAI® STATE COUNT
260164 -HA

REFRESH WAIT STATE REGISTER

Porl Address: 75H  {Read/Wiile)

Imlnr.lns]mln:\lnzlm]nul
|

REFRESH WAIT
STATE COUNDL |

. ¥ MUST BE ZERQ
t 250164 -80
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6.7 Application Issues

6.7.1 EXTERNAL ‘READY’ CONTROL LOGIC

As menlioned in seclion 8.3.3, wait stale cycles gen-
grated by the 82370 can be terminalad early or ex-
tendsd lenger by moans of additional sdernal logio
(sec Figure 6-5). In order 10 ensure that the
READY # input timing requirement of the 80378 and
the 82370 is satisfied, special care musl be 1aken
when designing this external control logic. This seg-
lion addrassas the design reguiremenis,

A simplified block diagram of the axternal logic along
with the READY # timing diagrarn is shown in Figure
8-8. The purpose is to determine the maximurn dalay

82370

tima allowed in the external contrel logic in order o
satisly the AEADY # selup lime.

First, il will bc assumed that the 803786 is running at
168 MHz (i.e. CLK2 is 32 MHz). Therelore, one bus
stale (two CLKZ2 periods} will be equivalent 1o

62.5 ns. According to the AC specifications of the
B24 /U, (né Mmaximuim aciay ume rur vand AREADTO #
signal is 31 ns afler the rising edge of CLK2 in the
beginning of T2 (for non-pipelined cycle} or T2 (for
pipelined cycle). Also, the minimum READY # selup
lime of the 80376 and the 82370 should be 19 ns
betore the rising edge of CLK2 al the beginning of
the next bus state. This limits the total delay time for
the external READY# control logic 1o be 125 ns
(62.5-31-"9) in arder to meet the READY # sclup
timing reguirement.

EXT, READY# LX|. KOl READY
BO376- 16
RII70
READY
READY# [+ CONTROL + READYQR
1.0GIC
 HEADY §
PHI 1 FHI 2
CLKZ /A /
B i R e
READYO§ X
M —C—
' 250104 -80
A= Pt + PH12 = 625 ns
B = Maximum AEADY(# Valid Delay = 35 ns
G = READY # Setup Time = 20 ng
D = Mazimum Feady Control Logic Delay = A-B-C = 7.5 ns

Migure & 8. "AEADY' Timing Concidoration

% INTEL CORPORATION. 1994
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7.0 DRAM REFRESH CONTROLLER

7.1 Functional Description

The 82370 DRAM Rairesh Centrolier cansisls of a
24.-hit Refresh Address Counter and Relfresh Re-
guesl logic for DRAM refrash operations (see Figure

7-1). TIMER * can be used as a trigger signal to lhe
DRAM Aeiresh Request logic. The Refresh Bus Size
can be programmed to be 8- or 16-bit wide. Depend-
ing on the Relresh Bus Size, the Refresh Address
Counter will be incremented wilh the appropriale val-
ue aller evary rafrash cycle. The inlarnal logic of the
82370 will give lhe Refresh operation the highesl
pricrity in the bus conirol arbitration process. Bus

cantrol is not releasaed and re-requested if the 82370
ig alroady a bus master.

7.2 Interface Signals

7.2.1 TOUT1/REF #

The dual function output pin of TIMER 1
{TOUT1/REF#) can be programmcd lo generate
DRAM Refresh signal. I this faature is enabled, the
rising edge of TIMER 1 outpul {TOUT* #} will trigger
1he DRAM Refresn Reguest logic. Aller some delay
tor gaining access of the bus, the 82370 DIRAM Con-
roller will genarale a DRAM Refresh signal by driv-
ing REF# outpul LOW. This signal is cloared after

the refresh cycle has taken place, or by & hardware
roant

intgl.

It the DRAM Reiresh feature is disabled, the
TOUT1/RFF 4 oulput pinis simply the TIMER 1 oul-
pul. Detailed information of how TIMER 1 operates
is discussed in section 6—Programmable Inlerval
Timer, and will not be repeated here.

7.3 Bus Function

7.3.1 ARBITRATION

In order 10 ensure data integrity of the DRAMs, the
82370 gves the DRAM Reirash signal the highast
priority in the arbitration logic. It allows DRAM Re-
frash to inlerrupt DMA in progress in order to per-
form the DRAM Refresh cycle. The DMA service will
be resumed after Lhe refrash is done.

In case ol a DRAM Rafrosh during a DMA process,
lhe cascaded device will be requested to get off the
hus. This is done by de-asserting the EDACK signal.
Once DREQN goes inaclive, the 82370 will perlorm
the refresh operation. Nate That the TIMA cantroller
doos not complelaly relinguish the system bus dur-
ing refresh. The Refresh Generalor simply “steals™
a bus cycle between DMA accesses.

Figure 7-2 shows the timing diagram ol a Refresh
Cydle, Upunexpiralivn ol TIMER 1, Une: 52370 will by
to take conlrol of the system bus by asserting
HOLD. As soon as the 82370 see HLDA go aclive,
the DRAM Relresh Cycie wil be carried out by acti-
vating the REF # signal as well as the address and
control signals on iha syslarm bus (Mol Lhat REF #
will not be active unlil lwo CLK periods HLDA is as-
serted). The address bus will conlain lhe 24-bil ad-

TOUTY CRAM
INTERNAL
( ) REFRESH INTERNAL
CONTROLLFR LiMa
DA
HAN
— EDGE M DS,HAKE CONTRGLLER
DETECTOR N 7 ARBITRATION
74 =RIT Lealc
ADDRESS =
COLNTFR
| TO DMA
# CONTROLLER
24 = 01T [INTERMALY
10— 1 REFRESH
REFg | Mux ADDRESS
>
TOUT1
Q salect »TOUT1 /REF#

¥
REFRESH [NABLE (INTERMAL)

21164 -

Figure 7-1. DRAM Refresh Controller
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dross currently in the Reiresh Address Counter, The
control signals are driven Ihe samo way as n a
Memory Read cycle. This “read” operalion is com-
plete when the READY # signal is driven LOW.
Then, the 82370 will relinquish the bus by de-assert-
ing HOLD. Typically, a Refresh Cycle wilnoul wail
states will lake live bus sialas 1o exccoute. 1 "0 wait
states arc added, lhe Refresh Cycle will last for five
plus "n" bus slales.

How often the Reliesh Generalor will initiale a re-
fresh cycle depends on the frequency of CLKIN as
will as TIMER 1°s programmed mode of oparation.
For this spccific application, TIMER 1 should be pro-
grammed 1o operale in Mode 2 to generals a con-
stant clock rate. See seclion 6—Frogrammable In-
terval Timer for more information on programming
the tirmer One TRAM Rofrash Cyele will be genorat-
ad each time TIMER - expires (whan TOUT* chang-
es fram LOW to HIGH).

Tha Wait Stato Generator can be used to insort wait
stales during & refresh cycle. The 82370 will auto-
rmatically inserl the desired number of wal stalcs as
programmed inthe Refresh Wait State Regisler (see
Wail State Generator).

82370

7.4 Modes of Operation

7.4.1 WORD SIZE AND REFRESH ADDRESS
COUNTER

The 82370 supporis 8- and 16-bit refresh cycle. The
bud width during a refrech oyelo ie pregrammablo
{see Programming}. The bus sizc can be pro-
grammed via the Relresh Contral Register (see Reg-
ister Overview). If the DRAM bus size is 8- or 18-bits,
the Refresh Address Counler will boincremenied by
1 or 2 raspactivaly,

The Refresh Address Counter is cieared by a hard-
ware reset,

7.5 Register Sel Overview

The Relresh Generator has two inlernal registers to
control its operation. They are the Rafresh Control
Register and the Relresh Wail Slate Register. Their
port address map is shown in Tabla 7-1,

T

CLK2

CLK

HOLD

HLDA .
A1=23), W04 -

W/RE BHES

. BLEg. b/CH QCOCOOULOOO0 ) 4

| 2
Toutt § f b

| '
[IRNNANNAN

RFF ¢

| L |

ADS #

reanvy SOCCOGOOCAOOOC OGO OOCCCAOOUOCEOOG

fE01R&-82

Figure 7-2. 82370 Refresh Cycle

EINTEL CORPORATION, 19594

o7



82370

Table 7-1, Register Address Map
Port Address | Description |
‘ “CH
75H

1
Refresh Control Reg. {rcad/write)
Ref. Wail Slale Reg. (read/ write) |

INg HeTTCSN WAL Slale Ragister 1S nuL part ur e
Refresh Generator. 1t is only used lo program the
number of wait stales 1o be inserted during a refresh
cycle. This register is discussed in detailed in section
7 (Wait State Generator) and will not be repeated
hara.

REFRESH CONTROL REGISTER

This 2-bil register serves two functions. Firsl, it is
used to enable/disable the DRAM Refrash function
output. If disabled, the output of TIMER * is simply
used as a general purpose timer. The second func-
tion of this rogister is to program the DRAM hus size
for the refresh operation. The programmed bus size
also determines how the Refresh Address Counter
will be incremented after each rafresh operation,

7.6 Programming

Upon hardware resel, lhe DRAM Relresh function s
disabled (the Relresh Conlrol Hegistar is cleared).
The following programming steps are needed before
the Refresh Generator can be used, Since the rate
of refresh cycles depands on how TIMER 1 is pro-
grammed, 1his timer must be initialized with the de-
gired mode ol operalion as well as the correct
refresh interval (see Programming Interval Timer).
Whether or not wait slales are to be generaled dur-
ing a refresh cycle, the Refresh Wail State Register
must also be programmed with the appropriate val-
ue, Then, the DRAM Refresh feature must be en-
abled and the DRAM bus width should be defined.
These can be done in one step by writing the appro-
priale control ward into the Relrash Control Register

intgl.

{see Register Bit Delinition). After these steps are
donc. lhe refrest oporation will aulgmatically be in-
voked by the Relresh Generalor upon aexpiration of
Timer 1.

In addition 1o the above programming steps, it

should be noted that after resel, although the
TOUT1/REF# becomes lhe hme * oulput, the

state of this pin in undefined. This is because the
Timer module has not been initialized yet. Therelore,
if this outpul is uscd as a DRAM Refresh signal, this
pin should be disqualified by external logic until the
Refresh function is enabled, One simple solution is
to logically AND this oulput with HLDA, singe HLDA
should nol be aclive afler resect.

7.7 Register Bit Definition
REFRESH CONTROL REGISTER

Fort Address: 1CH  {Read/Write)

8.0 RELOCATION REGISTER,
ADDRESS DECODE, AND
CHIP-SELECT (CHPSEL #)

8.1 Relocation Register

All the integrated peripheral devices in the 82370
are controlled by a sel of inlernal regislers. Thesa
registers span a total of 256 consecutive address
lpcations (aithaugh not all the 256 localions are
used}. The B2370 provides a Relocation Register
which allows the user to map this set of internal reg-
isters into either the memory or /O address space.
The function of the Relocation Register is 1o define
the hase address of the internal reqgister set of the
82370 as well as il the regislers are to be memaory-
or |/O-rmapped. The formal of lhe Relocation Regis-
ter is depicled in Figure 8-1.

lD?IDEIDSIDA{IDEIDE—[D!lDﬂl
I I L

Lb KUST BE ZERO

00 REF. DISABLED

©1 INTEL RESERVED

10 BUS SI7F — 186

11 BUS SE =8 [
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o7 GG L5 D4

b2 s3] L)

LY 74 LYl LYW Evioy
A5 | A14 |83/ A2/

Ale/ 818/ A7 /|MA04 ‘
a1/ :

A1O0 Y A%

] |

FOR /0 MAPPED: A15-A%
FOR MEMORY MAFFED: A23-A16

0-1/0 MAPPED
1 = MEMORY

MAPPED 00164~ g4

Figuréué-.l. Relocation Register

Note that the Relocalion Register is part of the inter-
nal regisler set of the 82370, I has a port address of
TFA. Therelore, any Ume the content ol the Reluoca-
tion Register is changed, the physical location of this
register will also be moved. Upon rescl of the 82370,
the contant of the Relocalion Register wilk be
cleared. Thus imphes that the 82370 will respond 10
its /O addrasses in the ranga of 0000H ta QOFFH.

8.1.1 I/O-MAPPED 82370

As shown in the figure, Bit O of the Relocation Regis-
tar daterminas whalher tha 82370 ragisters ara to be
memory-rmapped or /O mapped. When Bit 0 is set
to ‘0, the 82370 will respond 10 1/ O Addresses, Ad-
dress signals BHE #, BLE#, A1-AT wll be used to
selecl one of the inlernal registers 10 be accessed.
Bit * 1o Bit 7 of the Relocation Register will corre-
spond to A8 13 A5 Ul the Address bus, respactivaly.
Togelher wilh A8 implied Lo be '0°, A15 lo A8 will be
lully decoded by tha 82370. Tha following shows
how the 82370 is mapped into ihe /O address
space,

Example
Realocation Regisler — 110010 (DCEH)

82370 will respond to 1/O address range from
ULEUUH 10 UUEFEH.

Therafore, Lthis 170 mapping machanism allows the

82370 inlernal registers to be located on any oven,

contiguous, 258 byte boundary of the system 140
SpAce

8.1.2 MEMORY-MAPPED 82370

Whean Bit O of the Relocation Register is set to "1,
the 82370 will ragpond te mamary addrasses. Again,

£ ANTED GORPOAATION, 19894

Addrass signals BHE #, BLE# . A1-A7 will be used
10 select one of the internal registers lo be ac-
veboed, Bil 1 1o Bil 7wl lhe Reluvalion Reyiste will
correspand to A*7-A23, rospeclively. A16 is as-
sumed to be ‘0", and AB-A15 arc ignored. Consider
the following cxample.

Exarmpla

Relocation Register = 1010011+ {QA7H)

The 82370 will respand to memory addresses in
1he range of ABXXDOH to ABOXXFFH {whore X' is
aun‘ care).

This schame implies that the internal registors can
he located in any even, contiguous, 2**° & byte page
of the memory space.

8.2 Address Decoding

As mentioned previously, lhe 82370 intarnal regis-
ters do not occupy Lhe enlire contiguous 256 ad-
dress focations. Soimne of \he localions are ‘unocou-
pied’. The BZ370 always decodes the lower & ad-
dress signals (BHE #, BLE #, A1- A7) 10 determing if
any one of its registers is being accessed. [f the ag-
dress does nol correspond to any of its registers, the
A7 will nod roepnnd This allnwa svbrrnal dovicss
to be localed wilhin the ‘heles’ in the B2370 address
space. Note that there are several unused address-
a5 resarvad for future Intel peripheral devices.

8.3 Chip-Select (CHPSEL#)

The Chip-Sclect signal (CHPSEL #) will go active
when the 82370 is addressed in a Slave bus

a8
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B2Z370 A2370
NOT ACCESSED ACCESSED= 2 WAl S1ANS |
Ti T2 Ti , T2 T2 T2
CLK2
Apap T
!
CHPSELY

READYY Jj

2e01Ge-95

cycle (either read or write), or in an interrupl ac-
knowledge cycle in which the 82370 will drive Lhe
Dala Bus. For a given bus cycle, CHPSEL#+ be-
comes active and valid in tha 1irsl T2 {in a non-pipe-
lincd cyclel or in T1R {in a pipclined eycle). It will
stay valid uniil the cycle is terminated by READY #
driven active. As CHPSEL# becomes vald well be-
fore the 82070 drives the Data Ous, it can be used to
contrp! Lhe transceivers hat cannact the local CRU
bus to the system bus. The timing diagram of
CHPSEL # is shown in Figure 8-2,

9.0 CPU RESET AND SHUTDOWN
DETECT

The 82370 will aclivate the CPURST signal to reset
lhe hosl processor when one of the following condi-
lions ocours:

- 82370 RESET is active;

— 82370 delects a B0376 Shutdown cycle (this fea-
ture can be disabled);

— CPURST software command is issued to 80376.

Whenever the CPURST signal is aclivaled, the
82370 will resel i1s own inlernal Slave-Bus stale ma-
chinc.

9.1 Hardware Reset

Fellowing a hardware raset, the 82370 will assert its
CPURST output to reset the host processor. This
oulput will stay active for as long as the RESET input
is aclive. During a hardware reset, the 82370 intarnal
regislers will be inilialized as defined in the corre-
spanding functional descriptions

100

Figure 8-2. CHPSEL # Timing

9.2 Software Reset

CFURST can be generaled by writing the following
bit pattern inlo 82370 register location 64H.

D? L Do
AR N
The Write operation into this port is considered as
an 82370 accass and the internal Wail Slale Gener-
atar will automatically delarming the required num-
ber of wait stales. The CPURST will be active follow-
ing the completion of tha Write cycle to this port
This signal will last for 00 CLKZ pericds. The 02370

should not be accessed until the CRURST is deacti-
vated,

This internal porl is Write-Only and the 82370 will
nat respond to a Read operalion ta this locatinn.
Also, during a sofiware raset command, the 82370
will resat its Slave-Bus slale machine. Howevar, its
internal regisiers remain unchanged. This allows the
operating system to distinguish a 'warm' reset by
reading any 82370 inteinal register previously pro-
grammed fo a non-delaul value. The Diagngstic
registers gan be used for this purpose (see Internal
Contral and Diagnoslic Ports).

0.1 Shutdswn Dotoct

The 82370 is constantly meniloring the Bus Cycle
Definition signals (MAIO# . /G4, W/R4) and is
ahle 10 delact when the 80378 is in a Shuldown bus
cycle. Upon detection of a processor shutdown, the
82370 will aclivala the GPURST uutput for 62 CLK2
periods 1o resel the host processor. This signat is
generated after the Shuldown cycle is lerminaled by
the READY # signal.

& INTEL GORPCRATION, 1994
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Although the 82370 Wait Slate Generator will not
aulomalicaly respond 10 a Shuldown for Halt) cycle,
the Wait State Conlrol inputs (WSCO, WSCH1) can be
used to determine the number of wail states in the
same manner as other non-82370 bus cycles.

This Shutdown Detect feature can be cnabled or dis-
abled by writing a conirol bit in the Internal Control
Port al address 81H (see inlernal Contro! and Diag-
nostic Ports). This feature is disabled upon a hard-
ware reset ol the 82370, As in the case of Sellware
Reset, the 82370 will resct its Slave-Bus state ma-
ching bul will nol changc any of its internal rogister
contonts.

10,0 INTERNAL CONTROL AND
DIAGNOSTIC PORTS

10.1 Internal Control Port

The lormat of the Inlernal Contral Farl of the B2370
is shown in Figure “0-7. This Contro! Port is usad to
enable/disable the FProcessor Shutdown Detact
mechanism as well as controtling the Gate inpuls of
the Timer 2 and 3. Note that this is a Write-Only port,
Therefore, the 82370 will not respond Lo a read op-
edation 1o this port. Upon hardware resel, this port
will be cleared; i.e., the Shuldown Detoct leature
and the Gatg inpets of Timer 2 and 3 are disabled.

82370

10.2 Diagnostic Ports

Two 8-bit read/write Diagnostic Ports are provided
in the 82370, Thase are lwo storage ragistors and
have no cffect on the operalion of the 82370. They
can be used to store checkpoint dala or ermor cades
in the power-on seguence and in the diagnostic
service routines. As mentioned in the CPU RESET
AND SHUTDOWN DETECT section, these Diagnos-
tic Forts can be used to distinguish between 'cold’
and ‘warm' resct. Upon hardware reset, balh Diag-
nostic Ports are cleared. The address map of these
Diagnostic Ports is shown in Figure 10-2.

( Port [ Address
‘ Diagnostic Fort 4 (Read/Write} |  80H
Niagnastic Port 2 (Reaar AMrite) ‘ ARH

Flgure 10-2. Address Map of Dlagnostic Porls

11.0 INTEL RESERVED 1/0 PORTS

There are nineleen 1/0 poits in the 82370 address
space which are reserved for Inlel future peripheral
device use only. Their address locations are: “0H,
12H, 14H, 18H, 2AH, 3DH, 3EH, 45H, 46H, 76H,
77H, 70H, TEH, CCH, CDH, DO, D2H, D4H, and
DEH. Thnese agdresses should not be used in e
syslem since the 82370 will respond to rcad/writc
operalions to thess focalions and bus contention

Port Address; 61H  [Write only} may occur if any peripheral is assigned to the same
address location.
n7 pL3 D5 D4 DI D2 W D0
SHUTDOWN COLNTER 3 COUNIER 2
ENABLE/ GATE GATE
DISABLE INFUT INFUT
SHUTDOWN COUNTER 3 COUNTER 2
DETECT GATL NOT USED GATE
o~ DISARDLE U= USRELE @ Bl3AadLE
1 = EMABLE 1= ENABLE 1= ENABLE
290164 - 5

Figure 10-1. Internal Control Part
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12.0 PACKAGE THERMAL
SPECIFICATIONS

The intel 82370 Integrated Systom Peripheral is
specitied for operation when case lemperature is
within the range of 0°C to 96°C for the ceramic
132.pin PGA package and 84°C for the 100 pin
plastic package. The case temperature may be mea-
sured in any environment, to determing whelhar the
82370 is within specified cperating range. The case
lemperature should be measured at the center of
the top surface opposite the pins.

The armbienl temperature is guarantesd as long as
Te is nat viglated, The ambient temperature can bo

intal.

calculated from the 6 and Uiz from the following
cqualions:

Ti=Te | Po

Th— T, — Pl

To=Tat P& - 8

Valuss for #3 and 0jc are given in Table 12.* for lhe
100-lead {ine pitch. 0j5 is given at various airflows,
Table © 2.2 shows the maximum T, allowable (with-
out cxceeding Tg) at various airflows. Note that Ty
can be improved further by allaching “fins" or a
“heal sink” to the package. P is calculaled using the
maximum Aot lee.

Table 12.1 82370 Package Thermal Characteristics
Thermal Reslstances (C/Watt) ¢)c and d)5

l

T

G}y Versus Airflow-ft3/min (m3/sec)

3 | 3 |

Package | 0
0| 200 | 400 | 600 | 800 | 1000
{01 | (1.01) | (2.03) | (3.04) | (4.06} | (5.07)
100L Fine Fitch | 7 | 33| 27 24 2t ' '8 i
132L PGA 2larl 17 | 4| 2] 1o

Table 12.2 02370 Maximum Allowable Ambient
Temperature at Various Alrflows

| [ a2 1 3 |

i -ft3/mi 3
Package Bie Talc) Vers:us Airflow-ft3/min (m3/sec)
0 200 ° 400 600 B80OCG | 1000 -
{0)i(1.01) {2.03)| (3.04} | {(4.086) | {5.07)
100L Fine Piteh | 7 |83 74 79 85 91 92
132L PGA 2|74 &3 aa 93 97 93
100L PCFP Pka. 1321 PGA Phy:
Te Tat PO - o) To Tyt Py )
Te Bi + 121033 7 T = ¥4 +1.21(21 2
To -+ B3 + 1.21(26) To o= 74 + 1.2101%)
Te B1 b 3146 T. 74 + 2293
T = 94°C T, . D&
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@
13.0 ELECTRICAL SPECIFICATIONS
B2370-20 D.C. Specifications Functional Operating Range:
Voe = 5.W 1 0%, Tease = 0°C to 98°C for *32-pin PGA, 0°C 10 94°C 1or 100-pin plaslic
Symhol Parameter Description Mln T Max Units Notes
Vi Input Low Voltage -03 i a8 v {Note )
Vi Input High Voltage 20 Vg 03 W
VLo CLKZ Input Low Yollage - 03 0.8 v {Note 1}
CVIHG CLKZ Input High voltage Vo 08 Vo — Q3 v
VoL Qutput Low Vollage
|OL = 4 mA; 0.45 Y
Aq_23,0p_15. BHE# , BLE#
loL - 5 mA: 0.45 v
I All Others
You = Cutput High Vollage I i
g -~ —*mA  Agzg-Aq,Dy5-Dg, BHE# BLE# 2.4 VvV  {Nole5)
lon — —0.2mA . Aza A, Dis5-Dg BHE#, BLE # Yoo — 0.5 W {Note 5)
gy — —0.8mA | AllOthers 24 V| (Noled)
lon — —0.18 mA | All Others Vee — 05 v | (Notes)
Iy Input Leakage Current : i85 uh :
All Inputs Exceptl: ;
IRQ1# -IRG23 # )
EQF# TOUT2/IRQI#
DREQ4/IRQS #
? i Input Leakage Curront 10 —4a00 uh 0 < Wiy < Voo
: Inputs: {Note 3}
IRQ1# ~IRQ23#
ECP#, TOUT2/IRQ3I
DREQ4/IRCS
Lo Outpul Leakage Current 115 WA | 0< Vg < Ve
e Supply Current (CLK2 — 32 MHz) 220 mA | (Note 4)
=t -
of Inpul Capacitance 2 nF (Note 2)
Mok K2 Inpul Caparitanma prla) P (I\Jc:!a )
NOTES:

1. Minimum valug is not 100% tested,
2 fg — 1 MHz, sampled only.

3. These pins have weak intarnal pulllps, They sould not be |eft floating.
Al s spacified with inpute driven Lo CMOS levels, and cutputs driving GWOS loads. I may be higher it inputs are driven
to TTL levals, or if outputs ara dnving TTL. loads.

5. Tested at the minimum operating frequency of the part.

B INTEL CORPORATION. 1694
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82370-20 A_.C_ Specifications These A.C. timings are lasted at 1.5V thresholds, except as noted.
Functional Cperating Range: Ve = 9.0V 1 10%, Teage = UG 10 86°C [or 132-pin PGA, 0°C 10 34 C 1or
100-pin plastic

Symbol FParameter Description Min Max Units Notes
Operating Frequency 1/{(11a x 2) 4 20 MHz
t CLKZ Period 25 “25 ns
tea CLKZ2 High Time 8 ns AP0V
t2h . CLKZ High Time 5 ns AtVeoo — 0.8Y
t3a © CLKZ Low Time 8 ns At 2.0V
13b ! CLKZ Low Time 6 ns At 0.8V
t4 CLKZ Fall Time 7 ns VYoo - 0.8VIo0BY
t3 - CLK2Rise Time ; 7 ns 0.8V10 Ve — 0.8V |
15 | A1-A23 BHE# BLE# 4 a0 ns C, — 50 pF
EDACKO-EDALCK 2 Valid Dielay |
17 Al-423 BHE# BLE # 4 3z ns {Nole 1)
EDACKO-EDACK3 Float Delay
18 A’ -AZ3,BHE#,BLE # Setup Time 8 ns
- 19 A1-A23, BHE #,BLE# Hold Time 4 _ ns
(M) W/R#, MAC#, D/C # Valid Dolay 4 26 - ns C, = 50pF
t*1 W/R ¥ MG, D/C# Float Delay 4 30 ns (Note *)
t-2 W/R# M/AOC#, D/CF Selup Time 6 ns
t3 W/R# M/IO#, D/C# Hold Time 4 ns
114 - ADS# Vvalid Delay 6 25 ¢ ns Cy = 50 pF
t15 | ADS # Float Delay 4 32 ns {(Note =)
16 © ADS# Setup Time 17 ns
7 ADS# Hold Time 4 ns
t18 Slave Mode D0-015 Read Valid 3 48 ns CL = 80 pF
t18 Siave Mode DO-D" 5 Read Floal 3 29 ns (Nole 1)
120 Slave Mode DO~ D5 Write Setup 23 ns
boee Slave Mode DO-D*5 Wrile Hold 28 ns
122 Master Mode DO-D15 Write Valid 4 38 ns CL — 50pF
123 Mastcr Mode DO-D15 Write Floal 4 27 ns [Note 1)
124 Master Mode D0-D15 Read Setup 8 ! ns
125 Master Mode DO-D15 Read Hold 5] ns
126 READY# Setup Time 19 ns
t27 READY # Hold Tima 4 ns
128 WSCD-WSGT Selup Time 6 ns
128 WEC0-WSC1 Hald Tirme = ns
130 RESET Setup Time 13 ns
31 RESET Hold Time 4 ns
t32 READYOQ# Valid Dalay 4 28 ns Cy — 50pF
t33 " CPURST Valid Delay (Falling Edge Cnly) 2 18 ns Ci — S0pF
t34 HOLD Valid Delay 5 <le} ns . Cp —50pF
104
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ZB0164-87

Figure 13-1. Drive Levels and Measurement Poinis for A.C. Specification

82370-16 A.C. Specifications Thesc A.C. timings arc tesied ot 1.5V thresholds, cxcopt as noted.
0°C 10 96°C for “ 32-pin PGA, 0°C to 94°C for

Functional Opearaling Range: Ve — 5.0 110%; Tease -
100-pin plastic

Parametér Description

Symbol | Min | Max | Units " Notes
Operaling Frequancy 1/{t1a % 2) I 4 4 MHz
1 CLKZ Feriod 31 125 ns
12a CLK2 High Tima g ns At 2.0V
12h CLK2 High Time 5 | ns MV 0.8V
I 13a CLKZ Low Time g ns At 2.0V
13 CLK2 Low Time 7 ns ALO.BY
t4 CLK2 Fall Time 7 ns Voo — 0.8V 10 0.8V
1% CLIKE Mins Time T s .0V L VC[; — 0.0V
t6 A1-A23 BHE#,BLE# 4 a5 ns C_ — 120pF
EDACKD-EDACK? Valid Delay
t7 A1-A23 BHE#, BLE# 4 40 ns (Note *)
| EDACKO-EDACK3 Floal Celay )
8 | A1-A23,BHE#, BLE # Sctup Time 6 ns
19 A1-A23 BHE #, BLE# Hold Time 4 ns
110 . W/R#, M/IO#,D/C# Valid Delay 4 33 ns C, — 75pF
) t11 IOW/R# WIO#, YT Float Dolay 4 35 ns {Mate 13
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82370-16 A.C. Specifications (Continued) These A.C. timings are lesled at *.5V thresholds, except as
nated. Functional Qperating Bange: vor — 5.0 1 0%, Tease — TS I096°C tor 132-pin FGA, 7S 10 947C
lor 100-pin plastic {(Cortinuad)

Symbol Parameter Description T Min Max Units Notes
| SRl Sl R St
t12 W/R#, MIC#, D/C# Salup Time 5 ns
‘ 113 WORE, MOIG Y DFGY Huld Tine <} 1
‘ 114 ADS# Valid Delay B a3 ns ; O = 50pF
| t'5 ADS# Floal Delay 4 KE) ns {Note 1)
i . VI
N 1 ADS# Setup Time 21 ns
u7 ADS# Hoid Time: 4 ns
t18 Slave Mode DO-D15 Read Valid 3 46 ng C, = 120pF
t19 Slave Mode D0-015 Read Float [+] 35 ns {Note *)
t20 Slave Mode DO-0H1 5 Wrile Setup <A ns
121 Slave Mode DO-D15 Wiils 1 iold 28 Ha ; !
122 | Master Mode DO-D15 Write Valid 4 40 ns C,— 120pF
123 ¢ Masler Mode DO-D15 Write Float 1 35 ns {Nota 1)
124 . Masler Mode DD-D15 Read Setup 8 ns
125 | Masler Mode DO=-D15 Mead | lold & s
126 | READY# Selup Time 19 ns ;
127 READY # Hold Time 4 ns i I
128 © WSC0-WSC1 Setup Time 6 ns
180 WECO-WECH1 | lold Time 21 s
130 . RESET Setup Time "3 ns .
131 RESET Hold Tirme 4 ns
82 READYO# Valid Delay 4 | 31 | ns
133 [ CPURST Valid Dolay (Falling Edge Only) 2 18 ns
134 * HOLD Valid Delay 5 33 ns , C — “00pF
135 . HLDA Setup Time 2 ns |
136 HLDA Hold Time 6 ns
t37a EOP # Selup [Synchronous) 24 ns
138a ECP # Hald (Synchronous) 5] . ns
1370 ECF # Setup (Asynchronous} 11 i ns
. t38b EOF # Hotd {(Asynchronous) 11 ns ]
139 EOQF # Valid Dalay (Fatiing Edgs Only) 5 38 ns C_ - 100pF
t40 ECF # Floal Delay - 40 ns {Note 4}
t4*a DREQ Selup (Synchronous) | 21 ns
t42a DREQ Hold {(Synchronous} 4 ns
| t41b DREQ Setup (Asynchronous) P ns
L t47b DREG Hold (Asynchronous) 11 ns
43 INT Walid Delay from IRCin 500 s
t44 MNA# Setup Time 5 ns
145 NA# Hold Time 15 ns
108
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82370-16 A.C. Specifications (Continued) These A.C. limings are tested al 1.5V lhresholds, except as
noted. Functional Operating Rangs: Voo 5.0V L10%; Tgase  0°Cle 98°CHor “32-pin PGA, 0°C o 94°C
for * 00-pin plastic [Continued)

Symbol Parameter Description Min Max Units Notes
146 CLKIN Freguency DC 10 MHz
[Cha GLRIN High Timne fola i 2.0V
I 148 I CLKIN Low Time 50 i ns 0.8v
© 148 ~ CLKIN Rise: Time Lo ns 0BV 10 3.7V
i 150 | CLKINFall Time 0 ns 37Vio 0.BY
: i TOUT1#/REF# Valid Delay
t51 I from CLK2Z (Refresh) 4 36 ns C —120pF
t52 from CLKIN (Timer) 3 R ns C_ = 120pF
t53 TOUT2# Valid Delay ! © 43 ns CL - 120pF
{from CLKIN, Falling Edge Only} .
thd IUU1 2 # Float Delay 4 38 ns {Nole 1)
155 TQUTS# Valid Delay 3 83 ns CL — 120 pF
{from CLKIN)
156 CHPSEL # Valid Dalay . as ns C,. — 50pF
NOTE:

1. Float condition occurs when the maximum output current bacomas lass than i g in magnitude. Flaat delay is not tested.
For tasting pLrposags, the float condition occurs when Lhe dynamic output driven voltage changes with current loads,

E2370

GUIFUI I
E C

L

290164 -58 -
C_ndicates all parasitic capacitances. _Cd)
FOO16A—-58
Figure 13-2. A.C. Test Load Figure 13-3
107
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B2370-20 A.C. Specifications (Continued) These A.C. timings are tested at 1.5V thresholds, except as
noted, Funclional Operating Bange: voe — 3.0V 2 10%; Tease — @ C10 96°Cfor 132-pinPGA, " G1lo 84°C
for 100-pin plaslic (Conlinued)

Symbol Parameter Description Min Max Units Notes

135 HLDA Setup Time W7 ns

130 HLDA HOd Time ; o} ns

137a EQF # Selup (Synchronous) o7 ns

t38a ECP# Hold (Synchronous) 4 ns

t37h EQP# Setup {Asynchronous) 11 ns

1384 ECQP # Huold {(Asynchronousy 11 s

tag EQOP # Valid Delay (Falling Edge Cnly) 5 30 ns CL - 50pF

140 EQP # Float Delay 5 32 ns {Note 1}

41a DREQ Setup (Synchronous) 9 ns

142a DREQ Huld (Synulrunous) 4 rs

141b DREQ Setup (Asynchronous} 1 ns

142k DREQ Held (Asynchronous) i1 ns

143 INT Valid Delay from IRQn 500 ns

144 NA# Setup Time 5 ns

145 MA¥ Hold Time 15 ns

146 CLKIM Frequency DC 10 MHz

47 CLKIN High Time an ns 20V

148 CLIKIN Low Time 50 ns 0.0v

149 CLKIN Rise Time 10 ns 0.8Vio 3.7V

150 CLKIN Fall Time 10 ns 3VVic 0.8V
TOUT1# /REF# Valid Dclay

151 from CLKZ (Relresh) 4 a0 rs CL — 50pF

152 from CLKIN (Timer) 3 93 ns G,  50pF

153 TOUT2 # Valid Delay a a3 ns C, - 50pf
{from CLKIN, Falling Edge Only)

154 TOUTZ2 # Float Delay 3 36 ns (Note 1}

155 TOUT3# Valid Delay 3 a3 ns C_ = 50pF
{from CLKIN}

156 CHFSEL# Valid Delay 1 35 ns C, = B0pF

HOTE:

1. Float condition ocours when the maximum output currant becomes less than | o in magnitude. Float delay is not testad,
For testing purposes, the float condition ocours when the dynamic output driven voltage changes with current loads.

108
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IMPUT SET— UP AND HOLD TIMING {COMT.)
Tx Tx Tx
| PHI 1 PHI 2 1 [T PHI2 l PHIL i PHI 2
i Tdd ada— TAS -aaf
” ( )
he—T28 =729 —
wse(o-1) Y
|
! PHI 1 ‘ PHI 2 BHI1 | PHIZ | PHI 1 ‘ PHI2
we— N/ 4 /S S S
fu— TR —= a— 1Y —]
| a(1-a23), BHER, BLEF —
. 112 o + TI3 -
W/RE, W/10F, DSCH 4 ) —
e T26 -+ T27 ] ,
READY# [ ) 5
b T16 +—T17 |
ADS# ( )
e 150 =t | 55 H
HLDA ( ) i
[ T24 +P— 125+
o{a=15) (NMA Ragd) L )
b T2Q ~w= - T21 =
D(0= 15} (CPU Write} ( 3
b 727 +f—1 38 —-l
EOP# Y
b T4t ~fe—T47
DREO(G - 7) ( )
L 260164 - AD

Figure 13-4, Input Setup and Hold Timing
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CLKZ

RESET

I
i
! T
i | PHIZ | PHIY ! PHIZ
Tk
- =T33 MIN
CPURST
J AR
I+ 733 Max,
20164+ A1
Figure 13-5. Heset Timing
: B o
Tx Tx Tx
PHI 1 PHIZ PHI 1 PHIZ PHI 1 | PHIZ
ot S NS S S S N\
I+ = T&Min
Al - 23, BHEK, BLEY !
. ‘ Thax
: h—= TéHin
A1~ 23, BHEY, BLEY
ENACK{D = 2] m
TéMWax
T7Min
Al =23, BHE#, BLE§
- = T?Max
b= = T14Min
ADS# (
T14Mgx
T14Min
ADS# (
fe——— -+l 114Max
T15Min
ADS#
T15Max
c——‘ T34Min
777
T
T34Mox
—{ [=-TS&Min
i ]
| CHPSELY \ V171774
= --———= T56Mox
200164 A7

Figure 13-6. Address Output Delays
110
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D{0-15) {CPU READ)

D{U=15) (DMA WRITE)

B{D=15) {[3IMA WIATE)

M{N—15} (M4 WRITF)

Tx
L PHI PHi2 | PHI 1 PHI2 PHIN | PHI2
|
|
/\-\u/\/\}\/_\_
-~ TtBMin ’ [+-—= T19Min
I- = T1BMax T19Max
T22Min
TZZMax
=~ — ‘| TZZMIn
. - T22Max
- -| T23Min
1
T2IMax
250164 A3
Figure 13-7. Data Bus Output Delays
Tx S Tx
PHI PHI 2 PHI 2

CLKZ —/

FHI1 | FHIZ

/4

CON_/ N\

| PHI 1

/ /

W/RE, MADRDSCH

- TIOMIN
XK

W/RA. M08 D/CH

T10Max
- ={ T11Min
s RARI T
T10OMin

W/RE, MDY D/CH

K

=——— -~{ T1DMax

READYQ#

X

™ ———= T3ZMax

EOP#

EQF#

e — = T39Max

+ —+| T40Min

7

- = T40Max
[ = TaiMin
+

REF#

XXX

|
TS Max

Figure 13-0, Co

EANEEL CORPORATION. 1992
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|
o /S /S
= T52Min
TOUT1
:*_| - H]n.-l T52Max
TOUT24 \\\\\
! T53Max
*-—T54M'|ni
rouTzs T :
e = ThdmMax
=+ T55Min
TOUTS 4 \
r——1155Max
2590164 - A5
Figuré 1-3-9. Timer Qutput Delays
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APPENDIX A
PORTS LISTED BY ADDRESS

PortAddres;_. e !

(HEX) Description
[s]s; Read/vrite DMA Channeal O Target Address, AD-A"35
01 Read/Write DMA Channel 0 Byte Count, BO-B15
n2 Read/Write DMA Channel 1 Targel Address, AD-A15
03 Read/Write DMA Channel 1 Byle Count, BO-B15
04 Read/Wrile DMA Channel 2 Targel Address, A0-A15
U5 . Head/Wrile DMA Channel 2 Byto Count, BO-H15
[8]4] Read/\Wrile DMA Channel 3 Targel Address, AD-A15
07 ReadswWrite DMA Channel 3 Byte Count, BO-815
0§ Read/Write DM& Channel 0-3 Status/Command | Register
Q9 Read/Write DMA Channel 0-3 Software Reguest Register
0A Write OMA Channegl 0-3 Set-Reset Mask Regisler
0B Write DMA Channe! 0-3 Made Register |
ac Write Clear Byte-Poinlar FF
oo Write DMA Master-Clear
0E Write DMA Channel 0-3 Clear Mask Regisler
OF Read/Writc DMA Channel 0-3 Mask Register
‘0 Intel Reserved
9 Read/Write DMA Channel 0 Byle Count, B16-B23
12 intel Resarved
13 Read/Wrile DMA Channal 1 Byte Count. B18-B23
14 Intel Reserved
18 Read/Write DMA Channcl 2 Byte Count, B16-B23
16 , Inlel Reserved
17 i Read/Wrile DMA Channel 3 Byte Count, B16-B23
18 . Wile DMA Channal 0-3 Bus Size Ragistor
15 Read/Write DMA Channel §-3 Chaining Register
‘A Write DMA Channel 0-3 Command Register i
‘B Write DMA Channel 0-3 Mode Register il
1c Read/Wrile Refresh Control Registar
-C Azast Jullwa e Royuest it upt
20 Wrile Bank B ICW1, OCW2 or QCW3
Read Bank B Foll, Interrupl Reguest or In-Service
Status Register
21 Write Bank B ICW2, ICW3, ICW4 or W
Read Bank B Interrupl Mask Register
22 Read Bank B ICW2
28 Reoad/Write IR Veclor Regisler
29 Read/Write IRQS Vector Register
24 Reserved

A-1
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82370

( Port[ ﬁEdg;ess Bescription
| 2B Read/Write IRQ11 Vector Register
2C Read/Write IRQ12 Veclor Regisier
2D Read/Write IRQ13 Veclor Register
: Z2C Noad/YWiits IRQ14 Vool Royislo
i oF Read/Wrile IRQ15 Veclor Regisler
30 Wrile Bank A ICW1, OCW2 or CCW3
Read Bank A Poll, Interrupt Reguest or In-Service
Stlatus Register
a1 wWrite Bank & 1GwWe, IGW3, [TW4a or QTW -
Read Bank A Intarrupt Mask Register
32 Read Bank A ICW2
38 Read/Write IRQ0 Vector Register
39 Read/Write IRQ* Veclor Register
3A Road/Write IRQ".5 Vector Regislar
3B Read/Write IRQ3 Vector Register
3C Read/Write IRQ4 Veclor Regisler
3D Rasarved
3E Reasearved
3F Read/Write IRQ7 Vector Register
40 Read/Write Counler 0 Register
41 Read/Wrile Counter  Register
42 Read/Wrile Counter 2 Register
43 Wrile Contrel Word Register |—Counter 0.1, 2
44 Read./Write Counter 3 Register
45 Reserved
48 Reserved
47 Write Word Register 1—Counter 3
B Write Internal Control Port
64 Write CPU Reset Register {Data—1111XXX0H)
72 Read/Write Wait State Register
73 Read/Write Wait State Register !
74 Read/Write Wait State Register 2
75 Rasad\Write Rofresh Wait State Regisler
76 Reserved
i 7T Rescrved
: 70 Resarved
7E Roserved
7F Read/ write Helocauon Hegister
a0 Read/Write Internal Diagnostic Port 0
a1 Read/Write DMA Channel 2 Target Address, A16-A23
8z Read/Writc DMA Channel 3 Target Address, A16-A23
83 Raad/Write DMA Channel 1 Target Address, A16-A23
87 Read/Write DMA Channel 0 Target Address, A16-A23
as Read/Write Internal Diagnostic Port 1
83 Read/Write DMA Channel 6 Target Address, A16-A23
BA Read/Writc DMA Channel 7 Target Address, A16-A23
B Read/Wrile DMA Channel 5 Target Address, A16-A23
8F

Read/Wrile OMA Channel 4 Target Address, A16-A23

A-2
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Port{:g:]ress Description
90 Read/Wrile DMA Channcl 0 Requester Address, A0-A15
51 Read/Wrile DMA Channel 0 Requestor Address, A16-A23
92 Read/Write DMA Channel 1 Requesier Address, AQ-A"S
23 Read/wrie TMA Chalngl | Reguesiul AUUrUss, A1 0-AZ3
94 Read/Write DMA Channel 2 Reguester Address, AD-A15
g5 ' Read/Write DMA Channel 2 Reguester Address, A16-A23
96 Read/Wrile DMA Channel 3 Requester Address, AD-A15
97 Read/Wrile DMA Channel 3 Reguester Address, A16-A23
98 , Read/Write DMA Channet 4 Requester Addrass, AD-A15
99 Read/Write DMA Channel 4 Requester Address, A16-4A23
QA Read/Write DMA Channel 5 Requester Address, AG-A15
3B Recad/Write DMA Channel S Requester Address, A16-A23
aC Fead/Write DMA Channel 6 Reguesier Address, A0-A*'S
ab Read/Write DMA Channel 8 Requester Address, A16-A23
9E Read/Write DMA Channel 7 Reguester Address, A0-A15
9F Read/Write DMA Channel 7 Reguester Address, A*6-A23
AD Write Bank C |CW1, OCW2 or OCW3
Fead Bank G Poll, Interrupl Requast or In-Sorvice
Status Register
Al : Wrile Bank C {CW?2, ICW3, ICW4 or GCWH
Read Bank C Interrupt Mask Register
AZ Read Bank C ICW?2
i An Read/Wrila 1R(1 6 Vector Rogietor
: AS : Head/Wrile IRQM7 Veoior Regisler
Ab Read/Wrile IRCH 8 Yecior Register
AB Read/Write IRQ19 Vector Register
AC Road/Wiite IRQi20 Veclor Register
Al Read/Write IRG2* Veclor Register
AE Read/Write IRQ22 Vector Registeor
AF Read/Write IRQ23 Vactor Register
co Read/Write DMA Channel 4 Target Address, A0-815
c- Read/Writea DMA Channel 4 Byte Count, B0O-B15
cz Read/Wwrite DMA Channgl 5 Target Address, A0-A1S
C3 Read/Write DMA Channel 5 Byle Count, BO-B15
Ca Read/Write OMA Channel 8 Target Address, AD-A15
Cs Read/Write DMA Channel 6 Byte Count, BO-B15
Cé Read/Writc DMA Channel 7 Target Address, AD-A15
C7 : Read/Write DMA Charnel 7 Byte Count, BO-B15
C8 . Read DMA Channel 4 -7 Status/Command | Register
8 Read/Wirite DMA Channel 4-7 Software Request Register
CA. ; Wrile DMA Channol 4-7 Set-Resat Mask Regisler
CcB Wrile DMA Channel 4-7 Mode Register |
cc Reserved
‘ cb Rasarved
? CE Write DMA Channel 4-7 Clear Mask Register
CF Read/Write DMA Channel 4-7 Mask Regisler
Do Inlel Rasarved
o1 Read/Write DMA Channel 4 Byte Count, B*6-B23
D2 Imcl Resarved
] Reoad/Wnte DMA Channsl 5 Byle Count, B*6-823

A3
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Port Address
iptl
(HEX) Description
D4 Intel Reserved
[DE) Read/Write DMA Channel 6 Byte Count, B16-B23
D6 Inlel Reserved
, D7 Fiuadsviile DA Channel 7 Byle Gounl, B1G6=-DE23
08 Write DMA Channel 4 -7 Bus Size Register
09 Rcad/Write DMA Channel 4 -7 Chaining Register
DA Write DMA Channel 4 -7 Command Rogister ||
DB _ Write DMA Channel 4-7 Mode Register |l
A4
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APPENDIX B
PORTS LISTED BY FUNCTION

Port Address L
Description
{HEX) P
DMA CONTROLLER )
an Write DMA Master-Clear
oc write DMA Clear Byte-Pointer FF
08 Read/Write ODMA Channcl 0-3 Status/Command | Register
ca Read/Wrile DMA Channel 4 -7 Stalus/Cammand | Register
1A Write DMA Channel 0~3 Cemmand Register |t
DA Write DMA Channel 4 -7 Command Regisior |
0B Write OMA Channel 0-3 Mode Register |
CB Write DMA Channel 4 -7 Mode Regisler |
1B Write DMA Channel 0-3 Mode Register I
DB Writc OMA Channel 4 -7 Mode Regisler Il
Jalal i Reaact/Write DMA Channal 0-3 Snflware Regunat Rogister
Cc9 Read/Wrile DMA Channel 4 -7 Software Request Register
1E Reset Software Request Interrupt
OE Write DMA Channel 0-3 Clear Mask Register
CE Write DMA Channel 4 -7 Clear Mask Regisler
OF Read/Write DMA Channel 0-3 Mask Register
CF Read/Write DMA Channel 4 -7 Mask Register
DA Write DMA. Channel -3 Set-Reset Mask Register
CA Write OMA Channcl 4 -7 Sct-Resct Mask Register
18 ! Write DMA Channel 0-3 Bus Size Register
Dg Wrile DMA Channel 4-7 Bus Size Register
19 Read/Write DMA Channel ¢-3 Chaining Register
D9 Read/Write BMA Channcl 4 -7 Chaining Registar
00 | Read/Wrile DMA Channel 0 Target Address, AG-A15
87 \ Read/Wrile ODMA Channel 0 Target Address, A16-A23
0 Read/Write DMA Channel 0 Byte Count, BO-B* 5
: 11 Read/Write DMA Channel 8 Byte Count, B16-B23
| G0 Read/Write DMA Channel 0 Roguester Address, AD-A1S
| 91 Road/Write DMA Channegl D Reguester Address, A16-A23

£INIUL CORPOMRATION, 1994
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82370
Port Address Description
{HEX)
DMA CONTROLLER (Coatinued)
a2 Read/Write DMA Channel 1 Target Address, AD-A1S
83 Read/Write DMA Channel 1 Target Address, A*6-A23
03 HRead/Wrile DMA Channel * Byte Count, BO-B15
3 Read/Writa DMA Channal 1 Byle Count, B16-B23
g2 Fiead/Write DMA Channel 1 Requester Address, AD-AS
a3 Read/Write DMA Channel 1 Requester Address, A*8-A23
01 Read/Wrile DMA Channel 2 Target Address, AG-A"5
81 Rcad/Write DMA Channel 2 Target Address, A16-A23
03 Read/Write DMA Channel 2 Byle Count, B0-B*5
15 Read /Write DMA Channel 2 Byle Count, B*6-B23
Q4 Raad /Write MM A Channel 2 Ranuastor Addross, AD-A15
g5 Read/Writc OMA Channel 2 Requester Address, AT6-A23
|
' 06 Read/Write DMA Channe! 3 Target Addross, AD-A"5
82 Read/Write DMA Channel 3 Targel Address, A16-AZ23
07 Read/Write DMA Channcl 3 Byte Count, BO -B1 5
17 Read/Write CMA Channeal 3 Byle Count, B*6-B23
96 Read/Write DMA Channel 3 Reguestor Address, A0-A15
97 Head/Write DMA Channel 3 Requesler Address, A*6-A23
cuo Read/Wrlie DMA Channal 4 Target Address, AO-A S
8F Read/Wrile DMA Channcl 4 Target Address, A16-A23
G Read/Wrile DMA Channel 4 Byte Count, BO-B" 5
[m3] Read/Write DMA Channe! 4 Byle Count, B*6-823
98 Read/Wrile DMA Channel 4 Requester Address, AD-A'5
99 Head/Wrle DMA Channgl 4 Hequesier Addrass, A16-A24
c2 Read/Wnite DMA Channel 5 Target Address, AQ-A15
aB Read/Write DMA Channel 5 Target Address, A16-A23
C3 Read/Write DMA Channel & Byte Count, B0-B15
D3 Read/Write DMA Channel 5 Byte Count, B16-B23
9A Read/Write DMA Channel 5 Requester Address, A0-A15
98 RAcad/Writc DMA Channcl 5 Roguester Address, A16-A23
C4 Read/Write DMA Channel § Target Address. A0-A15
83 Read/Wrile DMA Channel & Target Address, A16-423
C5 Read/Write DMA Channel 6 Byte Count, BO-B15
05 Read/Wrilc DMA Channcl 8 Byte Count, B16-B23
aC Read/Wrile DMA Channel € Requester Address, AG-A15
[s]n} Read/Wrile ODMA Channel B Regquester Address, A16- 423
Cé Read/Write DMA Channel 7 Targel Address, Al-A15
BA Read/Write DMA Channel 7 Target Address, 416-A23
Cc7 Read/Write DMA Channel 7 Byte Count, B0-B15
DF Read/Write DMA Channel 7 Dyte Cour, B16-023
9E Read/Write DMA Channel 7 Requester Address, A0-A15
SF

B-2

Read/Write DMA Channel 7 Requester Address, A16-A23
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82370
| |
po'ﬁ:g;;'ess ., Description !
INTERRUPT CONTROLLER |
20 Wrile Bank B ICW1, OCW2 or GCW3
Read Bank B Poll, Interrupl Request or In-Scrvico
Status Register
21 Write Bank B ICW2, ICW3, ICW4 or OCW1
Read Bank B Interrupt Mask Register
22 . Read Bank B ICW2
25 Read/Write 1IRG8 Vactor Registar
29 Raad/Write 1RQ9 Vecior Register
24 Reserved
28 Read/Write IRGH1 1 Vector Register
2C Reoad/Write IRGH 2 Vector Register
an Hoad/Write IRQ13 Vootar Register
oE Read/Writa IRQ* 4 Vactor Register
2F Read/Write IRQ" 5 Vector Register
AQ Writc Bank C ICW1, ODCW2 or OCW23
Read Bank C Pali, Inlerrupt Request or In-Service
Status Regisler
Al Write Bank C ICW2, ICW3, 1CWA4 or OCWH
Read Bank C Inlerrupt Mask Register
A2 Read Bank C ICW2
AR Feadswrite IRCNE vogior Hegister
A3 Read/Write IRQ17 Voctor Register
AA Read/Write IRQ18 Vector Register
AB Read/Write IRQ19 Vector Register
AC Head/Write IRQ20 Vector Register
AD Read/Writc IRG2* Vector Register
AE Read/Write IRQ22 Vector Register
AF Read/Write IRQ23 Voctor Register
30 Write Bank A ICW1, OCW2 or QCW3
HAead Bank A Poll, Interrupt Request or In-Service
Status Reagister
N Wrile Bank A ICW2, ICW3, ICW4 or OCW 1
Read Bank A Interrupt Mask Register
32 Rnad Rank & ICW?
38 Read/Wrile IRQO Vector Register
a9 Read/Writc IRQ1 Vector Register
A Read/Wrile IRQ1.5 Voclor Register
3B Read/Writc IRQ3 Vector Register
3C Read/Wrile IRC4 Vector Register
3D Reserved
JE Reserved
3F Read/Write IRQT Vector Regisler
B-3
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‘ Port Address

Description

{HEX) | ]

PROGRAMMABLE INTERVAL TIMER _

40 ‘ Read/Write Counter 0 Register

41 Read/Wrile Counter * Ragister

42 Head/Wrile Counter 2 Hegisier

43 Write Control Waord Register 1—Counter 0,1, 2

44 : Read/Write Counter 3 Register

47 | Write Word Register lI—Counter 3
CPU RESET

64 ! Write CPU Resel Register (Data—11" 1XXX0H)
WAIT STATE GENERATOR ;

72 Read/Write Wail Stale Register ¢

73 Read/Write Wait State Hegister 1

74 Read/Wrile Wait Stale Register 2

75 Read/Writc Relresh Wail State Register
DRAM REFRESH CONTROLLER

‘C | Read/Write Hetresh Control Hegister
INTERNAL CONTRCL AND DIAGNOSTIC PORTS

&1 Wrile Intarnal Control Port

80 Road/Write Internat Diagnostic Port 0

88 Heao/Wrilg Internai Liagnostic Fort 1
RELQCATION REGISTER

i 7F : Read/Wrila Relocalion Register

INTEL RESERVED PORTS

10 Resarved

12 Resarved

14 Reserved

18 Roserved

2ZA Rcscrved

30 Researved

3E Reserved

45 Reserved

48 ) Rescrved

78 Resarved

77 Heserved

7D Heserved

7E Reserved

cC Resarved

cD Reserved

oo Reserved

oe Reserved

D4 Reserved

i Dé Reserved

B-4
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APPENDIX C
82370 SYSTEM NOTES

Write Cycles to the Timer Unit

Previous sleppings of the 82370's timer unit have a
limilaticr when CLKIN is asynchranous la CLK2. Ex-
ternal logic can be added to solve this limitation in
the A-step and B-slep. The current C-slep salves
this limitation with the addition of the Synchronous
CLKIN Logic Path,

i CLKIN is asynchroneus to CLK2, the data during
slave write cycles to the timer unit may he corrupled
during a window of time,

During write cycles to the time unit, the bus interiace
unit ranslales 3860K interlace signals inta inteinal
signals that cantral the timar unit as shown in Figure
C-*. The bus interlace unit samples signals with re-
spacl 1o CLK2. The timer unit samples signals with
respect to GLKIN, which follows a logic path inde-
pendent ol CLK2. If CLKIN is asvnchronous 1o
CLK2, data requesled by the limer uril during a win-
dow may not be stable on the internal dala bus.
Thus, corrupted data could be written to the timer
unit. Data written to the timer unit cutside of the win-
dow would not be corrupted.

Solution

This prablem can be solved in the A-step and B-step
with the addition of cxternal logic t@ inhibit CLKIN
when the migroprocassor writes to timer unit regis-
ters. Figurc C-2 shows the window in which CLKIN
musl ba inhibited. CLKIN does not nead Lo be inhibit-
ad outside of the window. Tho window is delined by
the following two parameters:

lg — 8ns
b = 28 ns

The solution described adds guard bands 10 ensure
the windaw is avaided. Figure C-3 shows the state
diagram for inhibiting CLKIN. The slate machine

EANTE L CORPORATION, 1994

uscs 386DX control signals to derive a new CLKIN
signal lo drive the 82370's CLKIN pin, as shown in
Figure C-4. Figure C-5 shows how CLKIN is inhibil-
ad. CLKIN AC timing reguirements, such as 147 and
14g. slill need to be met in order for lhe timer 10 unc-
tion properly.

This problem was salved in the C-slep with the addi-

tion of another CLKIN logic path, synchronous to
CLK2. The asynchronous CLKIN logic path still exits

The synchroncus CLKIN logic path can be used
when the frequency of CLKIN is less than Lhe ire-
quency of CLK2 divided by B:

lgikin < olke =8

The asynchronous CLKIN logic path should be used
if the frequency of CLKIN is greater than or egual
the freguency of CLKZ divided by 8

foikm 2 lgke = 8

For cxample, an applicalion uses the 82370 at
25 MHz. CLK2's freguency is 50 MHz. If ihe desired
CLKIN frequency was less than 6.25 MHe, the syn-
chronous path could be used. If the desired CLKIN
frequency was grealer than or equal 1o 8.25 MHz,
the asynchronous path must be used.

The synchronous CLKIN legic path gets sclecied by
wriling (4h to Port 76h after the 82370 is reset.
Thus, the 82370 defaulls to the asynchronous
CLKIN logic path,

Although the asynchronous CLKIN logic path could
Sl TESUN IN COMUPICO 0ala wilen [ the umer Ui,
the asynchronous logic path has been enhanced
such that the probability of corrupled dala occurring
is minimal.
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1.1 Description

Please refor 1o Figure C-2.

During wrile cycles 10 the 82370 timer unit, the 82370 translates the 80375 interface signals such as # ADS,
*W/R, #M/10, and # D/C inlo several internal signals that conlrol the operation of the inlernal sub-blocks
{og Timar | nil}

The 82370 limer uint is controfled by such internal signals. These internal signals are generated and _sampled
with respect to two separaie clock signals: CLK2 (the systemn clock) and CLKIN {the 82370 timer unil clock!.

Since the CLKIN and CLK2 clock signals are used internally to generale contro! signals for the interface 1o the
timer unit, some Uming parameters must be met in order 1or Whe inlurlace logic W function properly.

Those timing parameters arc met by inhibiting the CLKIN signal for a specific window during Write Cycles to
the 82370 Timer Unil.

The CLKIN gignai riict he inhihitnd aing axlarnat logic, as the GATE function of the 82370 dimer unit is not
guaranieed to tolally inhibit CLKIN.

1.2 Consequences

This CLKIMN mbibits circuitry guaraniges proper write cycles to the 02370 limer unit.

Withoul Lhis solution, write cycles to the 82370 timer unit gould place corrupted dala into the timer unit
registers. This, in turn, could yield inaccurate results and impraper timer operation.

The proposad solulion would involve a hardware modification for cxisting syslems

1.3 Solution
A timing wavetorm (Figure C-3) shows the specilic window during which CLKIN must ba inhibited. Please notc
that CLKIM must anly be inhibited during the window shown in Figure C-3. This window is defincd by two AC
timing paramaters:

ta = 9ns

t, = 28 ns

The proposed solulion provides a cerlain amounl of systern "guardband” lo make sure lhat this window is
avoided,

PAL equalions for a suggested workaround are also included. Please refer lo the commenls in the PAL codes
TOF SLAEU ASSUINPHUNGS UL IS QEniCUEn WOrkarOung, A $1Eie lagedim (FIgure G- 15 Drovided o neip clariy
how this PAL is designed.

Figurg C-5 shiows how this PAL would fil into a system workaround. in order to show the sftect of this work-
around on the CLKIN signal, Figure C-6 shows how CLKIN is inhibited. Note that you must still meet the CLKIN

AC timing paramaters {0.g. Lyz {mind, Lug (mind in order for the timer unit 1o function properly.

Pleasc note thal this workaround has net been lested. I is provided as a suggested solution, Actual solutions
will vary from system 1o system.

-2
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1.4 Long Term Plans

Intel has no plans ta lix this behavior in the 82370 timer unit,

module Timer_B2370_Fix
flag *-r2', '-g2', '=fl7, *-t4', '-wl,3,6,5.4,16,7,12,17,18,15,14"
title ‘82370 Timer Unit CLKIN
INHIBIT sighel PAL Selutioen '
Timer_Unit_Fix devige 'PLGRE';

vThis PAL iphibits the CLEIN sigpal [that comes from an osoillator;
vduring Slave Writes to the 8237¥0 Timer unit.

"

"ASSUMPTION: This PAL assumes that an external system address

" decoder provides & Signal to indicate lhat an #2370
" Timer Unit access is taking place. This input

" signal is colled TMR in this PAL. This PAL also

" assumes that this TMR signal oceurs during e

" speciflc T-State. Please see Figure 2 of this

" document to see when this signal is expected to

" be mctive by this PAL.

"HOTE; This PAL does not support pipelined 82370 SLAVE

" cyoles.

[

"o} Intel Marparstion 1989, Thia PAL is provided as a propescd
"methed of solving o certain H2370 Timer Unit preblem. This PAL
1has not kteen tested er vallduted. Please validate this selution
"tar yeuar system and applicetion.

"Input Pins®

CLKR2 pin 1; "System Clock

ARESET pin 2; "Microprocessor REBET signal

TMR pimn %: *Input from Address Decoder, indicating
"an access to the timer unit of the
"B23570.

'RDY pin 4: "End of Cycle indieatoer

TATS pin 5; "Address and control strobe

CLKE pin 6B: "PHIZ clock

W_R pin T: "Write/fkead 5ignal”

nal Fin 8 "No Connect 0"

ned pin %: "Moo Conneect 1%

GHla pin 1¢; "Tied to ground, deocumentation only

GHIDE pin 11; "Cutput enable, documentation only

CLKIN_IK pin 12 ; "loput -CLKIK directly frem scselllator

"Output Pins"

qa_0 pin 18; "Internel signal only, fed back to
"TAL laoglc™

CLKIK_QUT pin 17: "OLETK signal fed to B2370 Timer Unit

IKHIZIT pin 16; "CLEIN Inhibit signsel

50 pin 15: "Unused State Indicator Fin

51 nin 14; "Unused State Indicator Tino

"Neclarations”
C-3
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82370 N
Valid_ADS — ADS & CLK ; "#ADS sampled in PHIL of 80378 T-State
Valid _RDY = RIY % CLEK 5 "#RIY uumpled in PRI of BO3IYE T-State
Timer_Ace — TMR & CLK : "Timer Unit Access, ss provided by

"external Address Cecoder”

State_Cilagram [INHIBIT, 51, 50]
state 000; if RESET then 000

else if Valid_ACS & W_R then (01

clse 000
state 00L1: it HESET then 00O

glseg 1T Timer_aAuue Lhen 0lQ

else if !Timer_Ace then 000

else (Q1;
state 0103 1f RESET then 000

else if CLE then 110

else 010;
state 110: if RESET thern 000

glse if CLK then 111

else 110;
Stote 111: if RECET then 000

gise if CLK then 011

else 111;
state 0l1l: if SESET then 000

else if Vulid _RDY then 000

else (0l1;
gtate 100: i¥ RESET then Q00

else 000;
state 101: if REZET then 000

else 000 ;
EQUATIORS
Q_0 :— CLXIE IN: "Latched inooming clock. This signmal is naad

"internnlly to feed into the MUX-ing logice®
CLKIN_GUT ;- {INHIBIT & CLXIN_QUT & !RESET)
H 'INHIBIT & Q_0 & !RESET};
"Equation for CLKIN_QUT. This
"feeds directly to the 82370 Timer Unit."
ERD
C4
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82370 Timer Unit CLKIN
INHIBIT signal FAL Solution
Fquations for Module Timer__82370__Fix

Device Timor__Unit__Fix

—Reduced Equations

IINHIBIT i = (ICLK & IINHIBIT # CLK & S0 # RESET # I1S1);
IS% .= (RESET

INHIBIT & 151

CLK & INHIBIT & '~ RDY & 30 & 31
I0LK & 181

1S+ & ITMR

IS0 & 181);

w o H o B -

IS0 :— (RESET
# INHIBIT & 151
# CLK & IINHIBIT & 1~ RDY & 51
#FINHIBIT & 150 & $1

ICLK & 150

HNHIBIT & IS0 & St

S0 & 15

151 & W_R

~ADS & 151);

o oa W

WA 0= {ICLKIN__IN);

ICLKIN_OQUT - (RESET # ICLKIN__OUT & INHIBIT # IINHIBIT & 'Q__Q);

B INTEL CORPORATION. 1894
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82370 Timer Unit CLKIN
INHIRIT signat PAL Sakiion
Chip diagram for Medule Timer__82370__Fix

Device Timer__Unit_Fix

P1&RA
N/
ckz— 2
RFSFT—] 7 1G pos
TMR— 3 1800
RN« 4 17 =1 KIN_ouT
ADE—1 5 16 |—INHIBIT
CLK— 6 15 =50
W_R—/ 14 =51
ncl— B 13—
nci—4 12 F=CLKIN_IN
CHDa—] 10 11 —GHDb

DAL A

and of module Timar__82370__Fix

B2370

ClKF ————]
ADS § ——
W/Rf ———]
e e
RDYj ————]

CLRIN ———]

CS4, WRE, RD# and
other internal signals

o
o
H
~4
m
fra)
o
)
.
-

TIMER
URIT

v
Y

DO-D7 +

Internd Data Bux

280164 - BO

Figure C-2. Translation of 80376 Signals to Internél 82370 Timer Unit Signals
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wll T L L T T g

ADS§ L 11

L

L/
WAy _\ i : / ------

ADDRI-31 )¢ >-

R n
=t
INKIIT X

i
JEADYD# . lr"n v \ /

CLEN STASLE LEVIL Q:.:’I‘:‘:‘I’:’:
ta = 9 ns ) )

t, 28 ms 2601B4-B 1

Figure C.3. 82370 Timer Unit Write Cycle

[INHIBIT, 51, 50]

RO .CLK

LK 4

ADSFG.K
TR,

{INHIBIT]

2B0164-02

Figﬁre C-4, State Diagram for inhibit Signa.l.
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CLK2 /CLK
CIRCUIT
CLK2 CLk
82370
TIMCR—T AL
80376 16R8
tLK? |« ' letks 17 = CLK2
< -
| CLE CLKIN
RESET |4 2 | reser
ROYH | 1 | RovH
5 .
ADSK ¢ - | ADSH 2 ¥ cLkiN
W/R -« Bt NARY
/R4 |« e ST
i | TMR
»
ADDR DECODER
™R

LCLEIN O5C

290164- 83
NOTE.
This salution does not support pipelined 82370 SLAVE Cycles.
Figure C-5. System with 82370 Timer Unit “INHIBIT* Circuitry
' INHIBIT '
! Should hava gone
HIGH hare, hut was
Inhlaked. o o o n
| CLKIN (derived) '\ : e [tastemen]
CIKIN (original)
FIGURE 0-5 (a): Inhibited CLKIN in an 82370 Tirmer Unlt & CLKIN Minlmum HIGH tima.
INHBT /N /T T\
CLKIN {derived) Shouid nave gone
LOW hare, but woa & T T ==
nhlbltad. !
CLKIN (original} \
20016414

Figure C-6. Inhibited CLKIN in an 82370 Timer Unit and CLKIN Minimum LOW Time
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